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Abstract—In this work, we investigate the energy efficiency
(EE) of future wireless communications systems. We argue that
operating at high bandwidth and a comparatively low signal-to-
noise ratio (SNR) is beneficial in terms of EE. Furthermore, we
discuss how employing single-carrier modulations combined with
1-bit quantization and temporal oversampling at the receiver en-
ables energy-efficient wideband wireless communications systems.
Our main contribution is to compare the EE of such a system
to an idealized conventional system under various assumptions
on the ADC power consumption. Our numerical results suggest
that the EE can be improved significantly by employing 1-bit
quantization and oversampling at the receiver at the cost of
increased bandwidth.

Index Terms—energy efficiency, wideband systems, 1-bit, quan-
tization, oversampling

I. INTRODUCTION

With the ever-increasing demand for faster communications
systems, data rates in the order of terabits per second will
be required soon. Leveraging modern silicon technologies’
performance, recently demonstrated front-end hardware for
millimeter-wave (mmWave) wireless communications systems
have peak data rates that exceed 100 Gbit/s [1]. In general,
enabling terabit wireless communications systems with data rates
beyond 100 Gbit/s implies using huge channel bandwidths,
which are available in the sub-terahertz (THz) frequency bands
above 100 GHz. Especially the frequency range outside of 170-
210 GHz is promising since the average atmospheric attenuation
is, e.g., approx. 0.002dB/m at 300 GHz, which is sufficiently
small considering short-range communications [2, Fig. 3].

Designing receivers for data rates in the order of 100 Gbit/s
poses new challenges since high bandwidths imply high sampling
rates and, thus, analog-to-digital converters (ADCs) become a
major energy consumption bottleneck. For sampling frequencies
above 300 MHz, the energy per conversion step increases
linearly with the frequency, while for lower sampling rates,
the energy per conversion step is independent of the sampling
rate [3], [4]. To circumvent this problem, we consider 1-bit
quantization enabling power savings due to, e.g., reduced
linearity requirements on the receiver and possibly allowing to
omit the automatic gain control. A further advantage is that

This work has been supported in part by the German Research Foundation
(DFG) in the Collaborative Research Center “Highly Adaptive Energy-Efficient
Computing”, SFB 912, HAEC, Project-ID 164481002 and in part by the
German Federal Ministry of Education and Research (BMBF) (project E4C,
contract number 16ME0189). Computations were performed at the Center for
Information Services and High Performance Computing (ZIH) at TU Dresden.

the supply voltage of the ADC circuits can be decreased below
1V as much less voltage headroom for amplitude processing is
required [5]. In order to recover some of the information that is
lost due to 1-bit quantization, we consider oversampling at the
receiver, i.e., we trade amplitude resolution for time resolution.
This combination of 1-bit quantization and oversampling is a
perfect match for nm-scale semiconductor processes that have
a decreased voltage range but allow for a high temporal resolu-
tion (e.g., GlobalFoundries FDX22 operates at 0.4-0.8 V with
Sfmax &~ 370 GHz [6]). In fact, it is argued in [3] that technology
scaling has greatly benefited low-to-moderate resolution ADCs,
but brings no direct benefit for high-resolution ADCs.

An example for the application of 1-bit ADCs for commu-
nications systems with very high bandwidths is the design of
energy-efficient high performance compute nodes with wireless
board-to-board communication [7]. Another possible example
are future wireless local area networks (LANSs), where the
coverage would be limited to a single room, e.g., in a factory
hall or at home. Due to the high carrier frequencies, the signal
cannot pass through walls [8] and thus no interference is caused
to or by other communication systems.

An energy-efficient ADC parametrization for wideband com-
munications systems has been investigated in [9], where it
was found that a high sampling rate and a very low amplitude
resolution usually results in the highest energy efficiency (EE) for
a fixed throughput. Enablers for energy-efficient communications
systems for frequencies above 90 GHz have been studied in [10],
where the authors proposed to revisit single-carrier modulations
to increase spectral efficiency (SE) and EE.

The remainder of this work is organized as follows: First, in
Sec. II, we argue on theoretical grounds that in terms of EE it
is beneficial to operate at large bandwidths and at comparatively
low signal-to-noise ratios (SNRs), which implies operating with
a low SE. Then, in Sec. III, we discuss practical advantages of
single-carrier over multi-carrier modulations for wideband sys-
tems. In Sec. IV, we briefly review the practical wideband single-
carrier zero-crossing modulation (ZXM) communications system
from [11], which employs 1-bit quantization and oversampling
at the receiver. Afterwards, in Sec. V and Sec. VI, we discuss
the ADC power consumption and show that the considered
wideband ZXM system can achieve a significantly higher EE as
compared to a conventional system, at the cost of an increased
bandwidth. Finally, conclusions are drawn in Sec. VIIL.
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II. BANDWIDTH VS. SNR

In the preceding section, we have argued that to achieve
very high data rates, possible larger than 100 Gbit/s, it is more
reasonable to choose a higher bandwidth than a high ADC
resolution. Putting the technological advantages aside, choosing
a high bandwidth can also be justified on purely theoretical
grounds. Let us start with the bandlimited complex-valued
additive white Gaussian noise (AWGN) channel

y(t) = (x(t) + n(?)) * Gidear(¢), (1)

where x(t) denotes the signal waveform, n(¢) denotes white
Gaussian noise and gigea1(t) is an ideal rectangular low pass
filter with one-sided bandwidth W. The capacity of this channel
is given by [12, Sec. 3.3]

Cawen = 2Wlogs <1 + > [bit/s], )

P
2W Ny
where P and N denote the transmit power and noise spectral
density, respectively, such that the SNR is defined as SNR £
TN, - 1t is a well-known fact that the rate by which the
capacity increases at large values of P is logarithmic. If W
and P are increased such that the ratio % remains constant,
then the capacity increases linearly. Thus, putting more power
in the same amount of bandwidth and thereby increasing the
SE, given by %, is less effective than spreading additional
power over more bandwidth and keeping the SE constant. The
higher the SNR, the more pronounced is the loss in capacity
compared to a system with lower SNR but equal transmit power
and higher bandwidth.

To quantify this, let us consider two systems. The first system

has bandwidth W such that its capacity is given by
Cy = 2Wlogs (1 + SNRy) [bit/s], 3)

where SNR; = ﬁ. The second system uses the same
transmit power P and operates on the same noise spectral

density Ny, but utilizes a bandwidth oW whereby its capacity is

SNR
Cy = 2aWlogy <1 + 1) [bit/s]. (4)
o
Let us now assume, without loss of generality, that the second
system scales its bandwidth with « = SNR;. In this case, the
ratio of the two capacities is given by

Ci  2Wlogs (1+SNR;)  logs (1 +SNR4) 5)
2 2SNR,Wlog, (1+ S ) SNR;

From (5) we observe that for SNR; > 0dB, the second system
always achieves a higher capacity than the first system, and the
gap widens with increasing transmit power.

As discussed in the preceding section, our goal is to design
communications receivers based on ADCs with 1-bit quantization
to enable very high bandwidths. For the communications system
design, it is thus essential to know the capacity in case 1-bit
quantization is applied at the receiver, i.e., we want to know the
capacity of the channel with input x(¢) and output r(¢), given by

r(t) = sign (Re{y(1)}) + jsign (Im{y(1)}), ~ (6)

where sign (z) = 1 if z > 0 and sign (z) = —1 if z < 0.
Assuming Nyquist rate sampling with period Ty £ ﬁ, we can
apply the discussion of [13, Sec. 9.3] to [14, Lemma 1] such that

P
C1_bit,Nyq. = 4W <1 — Hy (Q ( W))) [bit/s], (7)

where H,(-) denotes the binary entropy function and Q(-) is
the Gaussian Q-function. As intuitively expected, the capacity
is achieved by quadrature phase-shift keying (QPSK) signaling
and for SNR — oo the SE is 2 bit/s/Hz.

Even in situations where the bandwidth can be made very
large, the maximum available bandwidth is always limited,
either by the regulator or simply by technological limits. In case
the SE of 2 bit/s/Hz achievable by QPSK modulation is not
sufficient to achieve the target data rate and additional transmit
power is available, the question arises if the SE can be increased
while using 1-bit quantization at the receiver. It is essential to
understand that with only 1-bit of amplitude resolution, the
information must be conveyed in the time domain, i.e., in the
temporal distances between zero-crossings (ZXs) of the transmit
signal. The higher the time resolution of the 1-bit ADC the more
information can be transmitted within the ZX time differences of
the transmit signal. We thus effectively trade amplitude resolution
for time resolution, which is much easier to achieve in nm-scale
semiconductor processes. This concept was termed ZXM in [15].

Computing the capacity of the 1-bit quantized channel (6) with
arbitrary sampling rate is rather complicated and still an open
problem. For the noiseless case, lower bounds on the achievable
rate when oversampling a real-valued bandlimited process with
a specific construction are given in [16]. One of the bounds is

Iig = logy <1 + 2{;

) [bit/ T, ®)

where f; denotes the sampling rate. This suggests that oversam-
pling enables SEs above 2bit/s/Hz, achievable with QPSK
and Nyquist sampling. This fact motivated the work in [17]
where practical modulation schemes in combination with 1-bit
quantization and oversampling at the receiver were shown to
achieve the bound (8) for high SNR. A promising approach
is linear modulation with QPSK symbols in combination with
sequence design and faster-than-Nyquist (FTN) signaling [18].
A system based on run-length limited (RLL) sequences, which
are a natural choice if information must be conveyed in the
time domain, is described in Sec. IV.

III. SINGLE-CARRIER VS. MULTI-CARRIER

In our work, we favor a single-carrier over a multi-carrier
system because we typically operate in a sparse scattering
geometrical environment at such high frequencies. The sparse
channel results from the large attenuation for frequencies above
100 GHz, following from Friis’ law, and the usage of highly
directive antennas at both, the transmitter and the receiver, to
compensate for it [8].

Therefore, an arriving electromagnetic wave interacts only
with few scatterers, resulting in a small set of multi-path
components [19]. After spatial filtering and beam alignment on
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both sides, we obtain a single-tap, i.e., frequency flat, single-input
single-output effective channel [19, Sec. II.C]. In accordance
with this and supported by measurement campaigns [20], we
can claim that the effective channel response remains approx.
constant over the duration of many symbols and can, hence,
be described by a time-invariant single-tap channel due to low
mobility in the considered scenarios.

Under such conditions, multi-carrier systems, with their
sensitivity towards hardware impairments (power amplifier
non-linearities, carrier frequency offsets, phase noise, etc.),
are not recommendable [21], [22]. Furthermore, the generally
lower peak-to-average power ratio (PAPR) of single-carrier
modulations compared to multi-carrier waveforms enables an
improved PA efficiency. It is also known that in a channel with
only a few or even a single tap, the distortion caused by 1-bit
quantization degrades the performance of multi-carrier systems
much more than that of single carrier systems [23]. Therefore, it
is reasonable to assume that a low-cost, energy-efficient system
is based on a single-carrier modulation scheme employing
spatial filtering on both sides to concentrate its signal power
and concurrently mitigates intersymbol interference (ISI).

IV. 1-BIT COMMUNICATIONS SYSTEM

Following the arguments from Sec. II and Sec. III, we
briefly describe a practical implementation of a single-carrier
ZXM system in the remainder of this section. To this aim,
we consider the system proposed in [11], which employs 1-
bit quantization and temporal oversampling at the receiver.
However, for simplicity, we assume an AWGN channel. The
system model is illustrated in Fig. 1.

A. Transmit Signal

As mentioned above, the considered system employs ZXM
[15], which is implemented based on the combination of FTN
signaling with RLL transmit sequences [17]. FTN signaling can
be understood as increasing the symbol rate at the transmitter,
i.e., employing a symbol spacing of T: where Mty € [1,00)
denotes the FTN signaling factor [18]. Intuitively, employing
FTN signaling allows creating ZXs on a finer grid, thus,
increasing the transmission data rate. However, FTN signaling,
i.e., choosing My > 1, comes at the cost of self-introduced ISI.

To combat the ISI due to FTN signaling, we combine it with
RLL transmit sequences, which are known from magnetic and
optical storage systems [24]. RLL sequences are binary bipolar
sequences with a positive and a negative amplitude, typically
41, which are constraint, such that the same polarization has

Overview of the system model, where c; corresponds to input bits to be transmitted and A§ to the corresponding log-likelihood ratios at the receiver.

to be kept for at least d + 1 and at most k + 1 consecutive
symbols. The &k constraint is omitted in this work, i.e., we set
k £ oo, which maximizes the rate.

Hence, the continuous-time transmit signal is given by

- ITx
af (1= 50).
=1 MTX

where the Nyquist interval T is defined by the root-raised-
cosine (RRC) transmit filter f(¢), and x; denotes the /th element
of x™, which is given by x™ = % (@™ + jb™), where
a™ b™ € {+1,—1}" denote two independently modulated
RLL sequences. Note that encoding and decoding of bits onto
RLL sequences is performed using the finite-state machine
(FSM) RLL codes which where derived in [11]. Following the
configuration proposed in [11], we choose integer FTN signaling
factors, i.e., Mty € N, and choose the RLL d constraint as
d = M7y — 1. Note that in this case M7, = 1 corresponds
to standard QPSK signalling, because the RLL constraint is
effectively omitted, i.e., d = 0.

()]

B. Received Signal

The received signal is given by

y(t) = (x(t) +n(?)) * g(1),

where ¢(t) denotes a RRC receive filter, matched to the transmit
filter f(t). Sampling y(t) with rate 2{8x, where Mg, denotes
the temporal oversampling factor wrt the Nyquist rate, yields

ETn 1Ty kTN
_ _HN 2N 11
Yk ;XlU(MRX MTX)"F(T‘*Q)(MRX), an

where n(t) denotes a circularly-symmetric complex AWGN
process and v(t) £ (f * g)(t) denotes the combined transmit
and receive filter. Afterwards, 1-bit quantization is applied
independently to the real and imaginary part of the received
signal, which yields r, = sign (Re {yx}) + jsign (Im {yx}).
Combining all 1-bit quantized samples into a single vector
yields ¥ = [ry, ..., rm]" with m =m - M, where M = %RX
denotes the effectlve oversampling factor w.r.t. the s1gna11ng
rate, which is assumed to be integer, i.e., M € N.

(10)

C. Receiver

At the receiver, the equalizer first performs approximate
maximum a posteriori (MAP) symbol detection of the RLL
symbols a; and b;. This can be implemented efficiently using
the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [25]. Details
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on the implementation can be found in [11]. Then, the equalizer
provides soft-information for each real-valued RLL symbol,
in the form of log-likelihood ratios (LLRs), where A? and AP
denote the LLRs w.r.t. a; and by, respectively.

Afterwards, again using the BCJR algorithm, the RLL decoder
implements soft-input soft-output decoding of the considered
FSM RLL codes. The decoder provides soft-information in the
form of LLRs, denoted as A§, per information bit c; at the RLL
encoder input. The SE of this system has been investigated
in [26] by numerically approximating the mutual information
I(ci; AS) under the assumption of i.i.d. input bits c;.

V. ADC POWER DISSIPATION

In this section, we review ADC power dissipation. We are
particularly interested in the scaling behaviour of the ADC
power consumption Papc with the input bandwidth 21/, with
the amplitude resolution b, and with oversampling Mg, = QJ;V

An analytical lower bound on the ADC power consumption
for a single Nyquist rate ADC is obtained in [27, eq. (5)]

PapcLp = 48 - kpT - 2W - 22ENOB [y, (12)

where kg denotes the Boltzmann constant, 7' the absolute
temperature and ENOB denotes the effective number of bits.
The bound in (12) is derived under the assumption that the
sampling noise power equals the quantization noise power. Under
this assumption, the effective resolution can be obtained as
ENOB = b—0.5, where b denotes the ADC amplitude resolution
in bits. From (12), it follows that the power consumption grows
linearly in the input bandwidth and exponentially in the effective
resolution, i.e., PADC,LB x 2W and PADC,LB ox 22ENOB

However, in practice, the lower bound in (12) is rather loose [27].

An extensive ADC performance survey is provided in [4].
This survey reveals the following scaling behaviour of practical
ADC implementations: i) The power consumption scales linearly
with the input bandwidth for 2W < 336 MHz and quadratically
for 2W > 336 MHz. The reason for this is given in [3]: ”[T]he
transistors have to be driven harder to push against transit
frequency limitations of the process.” ii) For low amplitude
resolutions b, the power consumption Popc scales with Papc o
2ENOB " \whereas for moderate and high resolutions, it scales
with Papc o 22ENOB which is consistent with the behaviour
of noise-limited analog circuits [28].

In time-interleaved ADC architectures, which are popular
for high-speed converters, a set of identical parallel ADCs is
fed by time-delayed inputs, such that the individual sub-ADCs
can operate at a lower rate [29]. In line with this architecture,
we assume that the power consumption is proportional to the
oversampling factor MRy, i.e., PaApc &< MRgx.

Combining the findings above yields the following model for
the overall scaling behaviour of the ADC power consumption:

Papc o My (2W)"- 22598, v, Ce {1,2}, (13)
where v takes into account the different scaling for frequencies
below and above 336 MHz and ( takes into account the different
scaling for low and high amplitude resolutions. Note that a

quadratic scaling in 21 and a linear scaling in Mg, is not
necessarily a contradiction because the quadratic scaling with

My =3
—— Mpy =2
—e— My, =1
log, (1 + SNR)

spectral efficiency [bit/s/Hz]
o

0 =
-10 -5 0 5 10 15 20 25
SNR [dB]

Fig. 2. SE evaluation of the considered ZXM system w.r.t. the 95 % power
containment bandwidth for M = 3 and d = My — 1. Results from [26].

2W is caused by the increased input bandwidth, whereas the
linear increase in Mgy is motivated by a time-interleaved
architecture.

VI. NUMERICAL RESULTS

In this section, we compare the EE of the considered ZXM
system employing 1-bit quantization and temporal oversampling
(cf. Sec. IV) to an idealized conventional system, operating
with a low bandwidth and a high SE, hence, requiring a high
ADC amplitude resolution. To this end, we utilize the SE results
obtained in [26] w.r.t. the 95 % power containment bandwidth,
i.e., the results allow for 5% out-of-band emissions of the
ZXM system'. The system’s SE is depicted in Fig. 2. Note
that employing FTN signaling, i.e., choosing Mty > 1, is
only beneficial for SNRs above approx. 7.5 dB. Based on these
results, the data rate of a ZXM system can be obtained by

Rzxnm(SNRzxn) = 2Wzxam SE(SNRzxw) [bit/s],  (14)

where SNRyxn, Wzxwm and SE(SNRzxn) denote the SNR,
the one-sided bandwidth and the SE of the ZXM system,
respectively. Note that SE(SNRyzxw) is given in Fig. 2.

Then, we compare the performance of the ZXM system
to an idealized conventional system: Similar to Sec. II, we
approximate the performance of the idealized conventional
system by the AWGN capacity and scale the bandwidth of the
conventional system, such that both systems achieve equal data
rates and utilize equal transmit powers, i.e.,

SNR
RZXM(SNRZXM) = QQWZXMlogg (1 + aZXM>

2 Reonv(SNReony) [bit/s], 5)

where the one-sided bandwidth and the SNR of the conventional
system are given by Weony = aWzxy and SNReony =
SNR%, respectively. The bandwidth scaling factor o > 0 in
(15) is obtained numerically using the bisection method [30,
Sec. 2.1]. In Fig. 3, we compare the required bandwidth of the
two systems. It can be seen that for SNRzxy > 0dB, there
exists a ZXM system configuration which requires only approx.
2 — 3 times more bandwidth than the conventional system to

achieve the same data rate.

INote that even though the work [26] considers a wideband line-of-sight
channel, the SE results are effectively obtained for an AWGN channel.
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Fig. 3. Comparison of the required bandwidth of the considered ZXM system
to an idealized conventional system, where both systems achieve equal data
rates and utilize equal transmit powers.

Next, we compare the EE of the two systems, where we
only take into account the ADC power consumption, which
is assumed to dominate the overall power consumption. Note
that the power dissipation of the remaining components can
be assumed identical for both systems due to equal transmit
powers and data rates. Hence, we define the EE as

R
—*  [bit/J], X € {ZXM,conv},
2 Papc,x
where the factor 2 in the denominator is due to one ADC per
real signaling dimension. Utilizing (15) and (16), we obtain
EEZXM B .av - 2C(bconv70~5)

EEconv PADC,ZXM

EEyx £ (16)

PADC,conv (i) MRx,conv
© Mpyzxy - 20zxn=05) 7

(17)

where (a) is due to (13) and due to ( = 1 for the ZXM system

because of a low ADC resolution. Furthermore, b, and

bzxum = 1 denote the ADC resolution of the conventional and

the ZXM system, respectively. Moreover, we assume that the

conventional system requires an amplitude resolution of
A SECOHV(SNRCOHV)

—_
bconv = + =,

2

which is sufficient to approximate the performance of an
unquantized system. For example, for a trellis-coded 8-PSK
system with rate 2/3, an amplitude resolution of beony = 4
is sufficient [31], i.e., this suggests = = 3. Furthermore, we
assume MRy conv = 2 in the following, which is required for
fully digital timing synchronization based on samples from a
free running clock [12, Secs. 4.2.4., 5.4, and 5.5]. For the ZXM
system we assume Mgy zxm = 3Mry, which is expected to
be sufficient for timing synchronization [32].

In Fig. 4 we evaluate the EE ratio, given in (17), for ( = 2
and = = 3 under the assumption of a linear and quadratic scaling
of the ADC power consumption with the input bandwidth 2W,
i.e., for v =1 and v = 2, respectively (cf. Sec. V). The ZXM
system is much more energy-efficient over a wide range of
SNRs, e.g., at SNRzxm = 5dB and SNRzxyv = 10dB, the
ZXM system is at least approx. 4 and approx. 20 times more
energy-efficient. The gain of the ZXM system is even larger
for v = 1, because the additionally utilized bandwidth is less
expensive in terms of ADC power consumption, as compared

(18)
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Fig. 4. EE comparison for ( = 2 and = = 3 under the assumption of a linear

and quadratic scaling of the ADC power consumption with the input bandwidth
2W, i.e., for v = 1 and v = 2, respectively.
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Fig. 5. EE comparison for v = 2 and = = 3 under the assumption that the

power consumption doubles or quadruples for each integer increase in EBNO,
ie., for ( =1 and ¢ = 2, respectively.

to the case v = 2. In general, the ZXM system is expected
to utilize a large bandwidth, hence, the assumption v = 2 is
expected to resemble practical systems more closely.

Then, in Fig. 5 we evaluate the EE ratio for v = 2 and
= = 3 under the assumption that the power consumption
doubles or quadruples for each integer increase in EBNO in
the conventional system, i.e., for ( = 1 and { = 2, respectively
(cf. Sec. V). Compared to ¢ = 2, the gain in energy efficiency is
significantly reduced for ( = 1. However, for SNRzx\ above
approx. 10dB the ZXM system is still more energy-efficient.
As discussed in Sec. V, the assumption ¢ = 1 is valid for low
amplitude resolutions, hence it is expected that ( = 2 resembles
the behaviour of conventional systems more closely, as they
typically operate with high resolutions.

Finally, we evaluate the EE ratio for v = 2 and ( = 2 when
reducing = in Fig. 6. Even for = = 1, i.e., under the assumption
that the conventional system requires only a single additional
bit over the SE for implementation, the ZXM system is more
energy-efficient for SNRyzxy > 10dB.

In summary, when comparing the conventional and ZXM
systems, we show the potential for significant EE gains due to
employing 1-bit quantization and temporal oversampling. Fur-
thermore, evaluating the specific ZXM implementation from [11],
the 1-bit quantized QPSK system, i.e., employing M, = 1,
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Fig. 6. Evaluating different assumptions on = in (18) for v = 2 and ¢ = 2.

is nearly always the most energy-efficient. However, for SNRs
above approx. 7.5dB, it can be beneficial to employ FTN
signaling because this achieves a higher SE (cf. Fig. 2) and, thus,
requires less bandwidth (cf. Fig. 3) while still providing signif-
icant EE gains. Enhanced ZXM implementations could achieve
even higher gains at possibly lower SNRs (cf. [17]). Note that
the shown gains in EE are obtained only taking into account the
ADC power consumption (cf. (16)). Consequently, the presented
results do not necessarily imply that we can increase the systems’
overall EE by orders of magnitude. However, they indicate
that the ADC power consumption can be reduced significantly.

VII. CONCLUSIONS

In this work, we discussed how to enable energy-efficient
future wireless communications systems by utilizing a
large bandwidth, operating at low SNR, using single-carrier
modulation, and employing 1-bit quantization and temporal
oversampling at the receiver. We compared the EE of the ZXM
system from [11] to an idealized conventional system. Our
numerical results showed that the 1-bit temporal oversampling
system can significantly outperform a conventional system in
terms of EE under a wide range of assumptions on the ADC
power consumption. Extending the work by taking into account
interference, e.g., due to multiple users, is left for future work.
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