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Martin Schlüter, Meik Dörpinghaus, and Gerhard P. Fettweis

Vodafone Chair Mobile Communications Systems, SFB 912 HAEC,
Technische Universität Dresden, Dresden, Germany,

{martin.schlueter, meik.doerpinghaus, gerhard.fettweis}@tu-dresden.de

Abstract—Digital receivers based on 1-bit quantization and
oversampling w.r.t. the transmit signal bandwidth promise lower
energy consumption. However, since 1-bit quantization is a highly
non-linear operation, standard receiver algorithms cannot be
applied.

Thus, we derive performance bounds for phase, timing, and
frequency estimation in order to gain a deeper insight into the
impact of 1-bit quantization and oversampling. We identify uni-
form phase and sample dithering as crucial to combat the effect
of the non-linearity introduced by 1-bit quantization.

Since oversampling results in noise correlation, a closed form
of the likelihood function is not available. Thus, we study a
system model with white noise by adapting the receive filter
bandwidth to the sampling rate. Considering the aforementioned
dithering, we obtain very tight closed form lower bounds on the
Cramér–Rao lower bound (CRLB) in the large sample regime.
We show that with uniform phase and sample dithering, all large
sample properties of the CRLB of the unquantized receiver are
preserved under 1-bit quantization, except for an signal-to-noise
ratio (SNR) dependent performance loss that can be decreased by
oversampling. Numerical computations show that the properties
of the CRLB for white noise still hold for colored noise except
that the performance loss due to 1-bit quantization is reduced.

I. INTRODUCTION

With the increasing demand for faster communication sys-
tems, soon data rates in the terabit per second regime are
required. It has recently been understood that analog-to-digital
conversion forms a bottleneck at the receiver w.r.t. the power
consumption. This motivates interest in low-resolution analog-
to-digital converters (ADCs). The extreme case of 1-bit quan-
tization is particularly interesting at very high datarates since
for sampling frequencies beyond 100 MHz the energy per
conversion step begins to increase linearly with the frequency,
while for smaller sampling rates the energy per conversion step
is independent of the sampling rate [1], [2]. Moreover, 1-bit
quantization is advantageous as it is simple to realize since it
requires no automatic gain control and no highly linear analog
signal processing. In order to account for the information

This work is supported by the Deutsche Forschungsgemeinschaft (DFG,
German Research Foundation) in the Collaborative Research Center
“Highly Adaptive Energy-Efficient Computing”, SFB 912, HAEC, Project-
ID 164481002. Moreover, this work has partly been presented at the IEEE
International Communications Conference 2019 in Shanghai.

The authors are with the Vodafone Chair Mobile Communications Systems,
SFB 912 HAEC, Technische Universität Dresden, 01062 Dresden, Germany.

This is a corrected versions where an error in (105) has been corrected.

lost due to 1-bit amplitude resolution, we consider temporal
oversampling.

Using numerical methods to compute the achievable rate,
it was shown in [3], [4] that when using suitable modulation
schemes and sequence design, oversampling can increase the
achievable rate beyond 1 bit/s/Hz per real dimension. More-
over, a lower bound on the achievable rate of the continuous
time (i.e., infinite oversampling) additive white Gaussian noise
(AWGN) channel with 1-bit output quantization and strict ban-
dlimitation was derived in [5], which confirmed the numerical
results from [3]. Furthermore, [6] extended this approach to the
downlink of massive multiple-input multiple-output (MIMO)
systems in the Internet of things (IoT) context.

In general, 1-bit quantization has received significant atten-
tion in the context of massive MIMO, however, the literature
on temporal oversampling is limited. It could be shown in [7]
and [8] that oversampling w.r.t. the signaling rate improves
the system performance, i.e., there is a trade off between
the number of antennas and the oversampling factor when a
particular system performance must be achieved. Moreover, it
was demonstrated in [9] that temporal oversampling yields the
same performance as spatial oversampling at reduced hardware
complexity in 1-bit quantized wideband large-scale antenna
systems.

However, all aforementioned papers assume perfect syn-
chronization. For millimeter-wave (mmWave) MIMO orthog-
onal frequency-division multiplexing (OFDM) systems with
low resolution ADCs frame timing and frequency synchro-
nization has been considered in [10] and [11], while frame
timing and frequency synchronization with 1-bit digital-to-
analog converters (DACs) at the base station has been in-
vestigated in [12]. In [13] the joint synchronization of phase
and frequency in a quadrature phase-shift keying (QPSK) and
Nyquist rate based communication system with coarse phase
quantization and perfect timing was considered and a bit error
rate (BER) performance close to perfect synchronization could
be achieved. Moreover, in [14] we considered a communica-
tion system based on run-length limited sequences and faster
than Nyquist signaling with 1-bit quantization at the receiver,
as proposed in [4], and showed that a known symbol timing
offset can be compensated simply by oversampling w.r.t. the
symbol rate. Furthermore, least squares estimation of the phase
was considered in [15], where it was shown that oversampling
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improves the performance.
Nonetheless, a full investigation on joint timing, phase,

and frequency synchronization has not been conducted yet.
In order to understand the problem under 1-bit quantization,
a first step is to analyze the fundamental limits of the chan-
nel parameter estimation, which are determined by the Fisher
information (FI) and the Cramér–Rao lower bound (CRLB).
Unfortunately, oversampling w.r.t. signal bandwidth results in
noise correlation and it is a mathematically open problem to
find an analytical description for the likelihood function of
system models with colored Gaussian noise and 1-bit quanti-
zation, since there is no analytical description of the orthant
probabilities [16, Chapter 2]. Thus, a lower bound on the FI
was derived that requires only the first and second order mo-
ments [17]. This lower bound on the FI gives an upper bound
on the CRLB, i.e., it indicates the performance an efficient
estimator should at least achieve. Utilizing this bound, it could
be shown for various estimation problems that oversampling
improves the performance, e.g., for time-of-arrival estimation
[18] or phase estimation [19].

Unfortunately, this bound can only be computed numerically
and is thus not well suited for the purpose of understanding
the effect of 1-bit quantization on the channel parameter esti-
mation. Hence, we will consider white noise by adapting the
receive filter bandwidth to the sampling frequency. Based on
the example of phase estimation, it was shown in [19] that this
method is inferior to considering colored noise. This is due to
the fact that increasing the receive filter bandwidth increases
the noise power, and thus decreases the signal-to-noise ratio
(SNR). Hence, with increasing oversampling rate for white
noise the performance loss compared to the unquantized case
converges to the low SNR limit, where the FI of the 1-bit quan-
tized signal is 2

π times smaller than the FI of the unquantized
signal [20]. If the receive filter bandwidth is fixed to the band-
width of the transmit signal, the noise is temporally correlated
and oversampling can decrease the performance loss i.e., the
loss factor becomes larger [18], [19]. However, considering
white noise allows for an analytical treatment, and we will
show numerically that the general behavior of the CRLB is
similar under white and colored noise, the only difference is a
reduced performance loss in case of colored noise. We already
made a first step in [21], where we obtained very tight low
and high SNR bounds on the CRLB of phase and frequency
estimation assuming a known timing shift. Here we consider
the more general case of an unknown timing shift.

Our contributions are summarized as follows.
• We analyze the FI of joint phase, timing, and frequency

estimation of the 1-bit quantized receiver and observe that
it is highly dependent on the phase of the signal. Thus,
we propose to apply uniform phase dithering, which can
be obtained in practice by sampling at an intermediate
frequency (IF) that is irrational when normalized on the
sampling rate. Due to the law of large numbers, this will
average out the phase dependency for large observation
intervals.

• For a general signal s (θ), where θ is the unknown pa-
rameter vector, we give a very tight approximation for
the FI such that the effect of the non-linearity due to 1-

bit quantization is represented by a Gaussian function.
Subsequently, we derive a closed form solution of the FI
if uniform phase dithering is applied.

• We apply the FI for uniform phase dithering to the es-
timation of phase, timing, and frequency of a linearly
modulated signal and observe that the estimation of the
timing parameter requires additional dithering in the sam-
pling. This dithering can be obtained by ensuring that
the oversampling factor is an irrational number w.r.t. the
symbol rate. Moreover, since we apply random dithering
that is independent of the signal, the receiver requires no
feedback from the digital to the analog part.

• Based on Jensen’s inequality we derive a very tight lower
bound on the CRLB of phase and frequency, considering
dithering in phase and sampling. Moreover, numerical
evaluations for raised cosine and root raised cosine pulses
demonstrate that the same bounding technique can be
applied to the CRLB of the timing parameter. This bound
is equal to the CRLB of the unquantized receiver up to a
loss factor that depends on the SNR and the oversampling
factor. I.e., if phase and sample dithering is applied, all
large sample properties of the CRLB of the unquantized
receiver are preserved under 1-bit quantization, e.g., the
phase estimation performance is independent of the trans-
mit pulse form.

• Finally we compare the results for white noise with the
numerically computed CRLB upper bound for colored
noise. We observe that the properties proven for white
noise also hold for colored noise, but the colored noise
case yields a better performance.

An alternative design for a receiver employing 1-bit quanti-
zation was presented in [22]. The authors proposed an architec-
ture that can be interpreted as oversampling with 1-bit quanti-
zation and varying thresholds. Simply put, we propose low IF
sampling with an oversampling factor that is irrational w.r.t.
the symbol rate and the authors of [22] propose amplitude
dithering and oversampling with an oversampling factor that
is an integer. The implementational advantage of our design
is the fact that our receiver does not require an automatic gain
control (AGC), a simple limiting amplifier in front of the 1-
bit ADC suffices. A 1-bit quantizer with varying thresholds
inherently needs an AGC as the amplitude of the input signal
has to lie within the range of the varying thresholds.

Phase dithering was also considered in [13]. However, in-
stead of uniform phase dithering a feedback based dithering
was applied, where the feedback signal is computed based on
the previous samples, which effectively results in a digitally
controlled phase-locked loop (PLL). This leads to a better
performance than uniform phase dithering, but increases the
hardware complexity compared to simple low IF sampling.
However, in terms of phase, frequency, and timing estimation
we will show that uniform phase dithering can achieve the
performance of optimal feedback based dithering if the over-
sampling factor is large enough. In this regard, higher SNR
requires a larger oversampling factor to achieve this.

The remainder of this paper is organized as follows. In
Section II we introduce the system model and in Section
III we review some important properties of the unquantized
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receiver and its CRLB. Subsequently, we analyze the FI of the
1-bit quantized receiver for white noise and propose uniform
phase dithering to combat the phase dependency in Section
IV. Moreover, we review the CRLB upper bound for colored
noise. In Section V we derive a closed form solution for the
FI of a general signal model s (θ) if uniform phase dithering is
applied and then apply this solution to the signal model from
Section II. Based on Jensen’s inequality we derive a very tight
lower bound for the CRLB of phase, timing, and frequency and
give approximations for low and high SNR. Finally, we assess
the derived bounds and compare the results for white noise
with the numerically obtained CRLB upper bound for colored
noise in Section VI. Finally, we conclude our work in VII.

II. SYSTEM MODEL

We consider the linearly modulated transmit signal

u(t) =
(N/2)−1∑
n=−(N/2)

ang (t − nT − εT) . (1)

The N symbols {an} are chosen from an arbitrary signal
constellation over the complex plane and g(t) is the impulse
response of the pulse shaping filter of single sided bandwidth
Wg =

α+1
2T , where T is the symbol duration and α ∈ [0,1]

is the roll-off factor. Moreover, the pulse g(t) contains a de-
terministic but unknown time shift ε ∈ [−0.5,0.5] w.r.t. the
time reference of the receiver to express time shifts at the sub-
symbol interval level. This signal is modulated onto the carrier
frequency fc , where it is disturbed by white Gaussian noise
with power spectral density N0/2. Furthermore, the channel
introduces a deterministic but unknown phase rotation φ and
frequency offset Ω. At the receiver the signal is demodulated
and filtered with a rectangular receive filter of single sided
bandwidth Wr ≥ Wg. The receiver samples with a period of
Ts ≤

1
2Wr

and introduces a known phase dither ϕk such that
the sampled receive signal is given by

rk = sk(θ) + ηk (2)
with

sk(θ) =
(N/2)−1∑
n=−(N/2)

ang (kTs − nT − εT) e j(ΩkTs+φ+ϕk ), (3)

where θ = [φ,Ω, ε] are the unknown parameters that shall be
estimated and η = [. . . , ηk, ηk+1, . . . ]

T is circularly-symmetric
complex Gaussian noise with independent real and imaginary
part and covariance matrix [23, Theorem 3][

Rη

]
i j
= 2N0Wrsinc (2WrTs | j − i |) . (4)

If we match the receive filter bandwidth to the sampling
period, i.e., Wr = 1/(2Ts), the noise is white with Rη =

(N0/Ts)I = σ2I. In this case, the SNR is given by SNR =
Es/T
N0/Ts

=
Es

N0M
, where Es = E

[
a∗nan

] ∫
|g(t)|2 dt is the symbol

energy and M = T
Ts

is the oversampling factor w.r.t. the symbol
rate. Since the noise is circularly-symmetric, its density is not
influenced by the phase dithering. In case of 1-bit quantization,
the receiver only has access to

yk = csign (rk) = sign (Re {rk}) + j · sign (Im {rk}) (5)

where the signum function sign (x) = 1 if x > 0 and sign (x) =
−1 if x ≤ 0, is applied elementwise in case of vectors. In the
subsequent sections, we will denote r = [. . . ,rk,rk+1, . . . ]

T as
the vector that contains the samples rk . Other sample vectors
are named accordingly. Moreover, we assume that {an} is
a random sequence of N independent identically distributed
(i.i.d.) known symbols and that the phase dither realizations
ϕk are known.

III. DIGITAL RECEIVER WITHOUT QUANTIZATION

Since the traditional unquantized receiver serves as a bench-
mark for the receiver based on 1-bit quantization and oversam-
pling, we want to review some known facts on fully digital
receivers where synchronization is done completely in the
digital domain. At first we want to justify the choice of an ideal
rectangular receive filter that is not realizable in practice. It
was shown in [24] that the samples rk are a sufficient statistic
on the estimation of the channel parameters θ as well as the
transmitted symbols {an} if Wr = B and Ts ≤

1
2Wr

, where B
is the bandwidth of the noiseless receive signal. Furthermore,
[24] gave conditions on the analog receive filter and the sam-
pling rate Ts such that the sufficient statistic property holds
for a realizable filter, which basically is the requirement that
the aliasing of the noise does not reach into the band of the
useful part of the receive signal. This justifies our simplified
assumptions of a rectangular receive filter.

Moreover, [24] and [25] have argued that the sampling rate
Ts does not need to be matched to the symbol rate T , i.e.,
synchronization can be performed with samples rk from a
free running clock. I.e., the mixer and the sampler are free
running oscillators at fixed frequencies, no phased lock loops
are required. Note however, that a coarse carrier frequency
adjustment is required in the intermediate frequency stages,
since phase and timing recovery only work well for small
frequency offsets. The residual frequency offset can also be
synchronized in the digital domain.

After discussing a possible implementation of a fully dig-
ital receiver, we are interested in performance bounds on the
estimation of the parameters θ. For θ ∈ RL the FI of an obser-
vation vector x is defined as the positive semidefinite matrix

[Fx]θiθ j = Ex |θ

[(
∂

∂θi
log p (x|θ)

) (
∂

∂θ j
log p (x|θ)

)]
, (6)

where p (x|θ) is the likelihood function. For the unquantized
observation vector r that is received in additive circularly-
symmetric complex Gaussian noise, the FI matrix is given by

[Fr]θiθ j = 2Re
{
∂sH

∂θi
R−1
η

∂s
∂θ j

}
. (7)

In favor of notational convenience, we dropped the argument
θ from s. For any unbiased estimator θ̂(r), its covariance is
lower-bounded by the CRLB

Cov
[
θ̂(r)

]
� F−1

r , (8)

where A � B means that A − B is positive semidefinite. Note
that this bound requires the FI matrix to be invertible, i.e., it
must be positive definite.
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In case of white noise, i.e., Wr =
1

2Ts , i.i.d. known symbols
{an}, large N , a real valued pulse g(t), and a symmetrical
summation interval [26, Chapter 6.2], one obtains the fairly
simple closed form solutions

[Fr]φφ =
2

N0/Ts

∑
k

|sk |2 (9)

= 2N
Es

N0
, (10)

[Fr]ΩΩ =
2

N0/Ts

∑
k

k2T2
s |sk |

2 (11)

= 2
Es

N0

(
(N2 − 1)N

12
T2 + T2Nε2

+N

∫ ∞
−∞

t2 |g(t)|2 dt∫ ∞
−∞
|g(t)|2 dt

+2NεT

∫ ∞
−∞

t |g(t)|2 dt∫ ∞
−∞
|g(t)|2 dt

)
, (12)

[Fr]εε =
2

N0/Ts

∑
k

∂s∗
k

∂ε

∂sk
∂ε

(13)

= 2N
Es

N0
T24π2

∫ ∞
−∞

f 2 |G( f )|2 df∫ ∞
−∞
|G( f )|2 df

, (14)

[Fr]φΩ =
2

N0/Ts

∑
k

kTs |sk |2 (15)

= 2N
Es

N0

(
εT +

∫ ∞
−∞

t |g(t)|2 dt∫ ∞
−∞
|g(t)|2 dt

)
, (16)

and
[Fr]φε = [Fr]Ωε = 0, (17)

where G( f ) is the Fourier transform of g(t). Thus, with

[Fr] =


[Fr]φφ [Fr]φΩ 0
[Fr]Ωφ [Fr]ΩΩ 0

0 0 [Fr]εε

 (18)

we obtain [26, Chapter 6.1]

[
F−1

r
]
φφ
=

1
[Fr]φφ − [Fr]

2
φΩ /[Fr]ΩΩ

(19)

=

[
2

Es

N0

]−1 1
N

1
1 − O

(
N−2) , (20)[

F−1
r

]
ΩΩ
=

1
[Fr]ΩΩ − [Fr]

2
φΩ /[Fr]φφ

(21)

=

[
2

Es

N0

]−1 12
(N2 − 1)NT2

1
1 + O

(
N−2) , (22)

and [
F−1

r
]
εε
=

1
[Fr]εε

(23)

=

[
2

Es

N0

]−1 1
N

1
T24π2

∫ ∞
−∞
|G( f )|2 df∫ ∞

−∞
f 2 |G( f )|2 df

. (24)

Moreover, for large N ,
[
F−1

r
]
φφ

and
[
F−1

r
]
ΩΩ

can be approx-
imated by [

F−1
r

]
φφ
=

[
2

Es

N0

]−1 1
N

(25)

and [
F−1

r
]
ΩΩ
=

[
2

Es

N0

]−1 12
(N2 − 1)NT2 . (26)

Thus (25) is equal to [Fr]
−1
φφ . Furthermore, one can verify that

[Fr]
−1
ΩΩ =

[
2

Es

N0

]−1 12
(N2 − 1)NT2

1
1 + O

(
N−2) (27)

such that
[
F−1

r
]
ΩΩ

equals [Fr]
−1
ΩΩ for large N . Thus, the cross-

terms of the FI matrix can be neglected for large N such that[
F−1

r
]
θiθi
= [Fr]

−1
θiθi

. (28)

Moreover, the CRLB is independent of the sampling rate, as
long as the conditions given on the analog receive filter and the
sampling rate Ts given in [24] are fulfilled. Even if we do not
adapt the receive filter bandwidth to the oversampling factor
such that the noise is colored, i.e., we chose the minimum
possible receive filter bandwidth that fulfills the conditions in
[24], the CRLB does not improve [26, Chapter 6.1].

IV. DIGITAL RECEIVER WITH 1-BIT QUANTIZATION

In this section we want to study the FI in case of 1-bit
quantization. We will review the FI in the case of white noise
and subsequently argue that phase dithering is crucial to reduce
the effect of the non-linearity introduced by 1-bit quantization.
Finally we will discuss how an upper bound on the CRLB can
be obtained in case the noise is colored.

A. White Noise

From [19], [20] we know that the FI in case white Gaussian
noise is given by

[
Fy

]
θiθ j
=

1
πσ2

∑
k

©«
e
−
(Re{sk })

2

σ2/2 ∂
∂θi

Re {sk} ∂
∂θ j

Re {sk}

Q
(

Re{sk }
σ/
√

2

)
Q

(
−

Re{sk }
σ/
√

2

)
+

e
−
(Im{sk })

2

σ2/2 ∂
∂θi

Im {sk} ∂
∂θ j

Im {sk}

Q
(

Im{sk }
σ/
√

2

)
Q

(
−

Im{sk }
σ/
√

2

) ª®®®¬
(29)

=
1
πσ2

∑
k

(
B

(
Re {sk}
σ/
√

2

)
∂

∂θi
Re {sk}

∂

∂θ j
Re {sk}

+B

(
Im {sk}
σ/
√

2

)
∂

∂θi
Im {sk}

∂

∂θ j
Im {sk}

)
,

(30)
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where B(·) was introduced to simplify notation. Furthermore,
under the white noise assumption, we can rewrite the FI of
the unquantized receiver as

[Fr]θiθ j = 2Re
{
∂sH

∂θi
R−1
η

∂s
∂θ j

}
(31)

=
2
σ2

∑
k

Re
{
∂

∂θi
s∗k

∂

∂θ j
sk

}
(32)

=
2
σ2

∑
k

(
∂

∂θi
Re {sk}

∂

∂θ j
Re {sk}

+
∂

∂θi
Im {sk}

∂

∂θ j
Im {sk}

)
. (33)

Comparing (33) with (30) we observe that the only difference
is a multiplicative factor of 1

2π and the scaling by B (·). This
non-linear scaling due to 1-bit quantization renders the FI
highly dependent on the phase rotation, as we will see in
the subsequent section. For the usual case that Fy and Fr are
positive definite, we will prove in Appendix A that

Fy �
2
π

Fr. (34)

Equality will hold for σ →∞, a fact well known [20]. More-
over, from [27, Corollary 7.7.4 (a)] it follows directly that

F−1
y �

π

2
F−1

r . (35)

B. Phase Dithering

We now want to study the FI of phase, timing, and frequency
and argue that phase dithering is crucial to reduce the effect of
the non-linearity introduced by 1-bit quantization. In [13] and
[19] the problem of phase estimation with QPSK signaling and
1-bit quantization was studied. It was found that the parameter
estimation accuracy is highly dependent on the phase of the
receive signal. If the samples rk are close to the decision
boundary in the complex plane, the FI is high, but when the
samples lie within the middle of a quadrant the FI is low.
The higher the SNR, the more pronounced is this effect. This
is intuitive, since in the noiseless case for every sample rk
the same 1-bit quantized measurement yk would be observed,
which results in a poor estimation performance. In Fig. 1 this
effect is illustrated by the loss function

χ(φ) =

[
F−1

r
]
φφ[

F−1
y

]
φφ

(36)

for the observation of a single QPSK symbol under the as-
sumption that ε and Ω are known. We see that the phase
dependency is high for high SNR and vanishes for low SNR,
where the loss factor approaches 2

π . Note that, χ(φ) cannot be
larger than 2

π , as stated in (35).
As a second example we want to examine the cross term[

F−1
y

]
φε

under the assumption that Ω is known, i.e., the FI
matrix is reduced to a 2x2 matrix. For the unquantized receiver,
the cross term [Fr]φε vanishes for large N if g(t) is real valued.
Thus, Fr is a diagonal matrix and

[
F−1

r
]
φε

vanishes as well.
However, this is does not happen in case of 1-bit quantization.
Since F−1

y describes an asymptotically (N → ∞) achievable
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Fig. 1: FI ratio χ(φ) of a single QPSK symbol (i.e., N = 1)
with Ts = T , ϕk = 0 and ε and Ω are known to be zero.
Since

[
Fy

]
φφ

is periodic with π
2 , we restrict the interval to

φ ∈
[
0, π2

]
.

0 1
4π

1
2π

3
4π

π

−0.5

0

0.5

φ

ρ
a
sy

m
p

φ
ε

Es/N0 = −20 dB

Es/N0 = 0 dB

Es/N0 = 5 dB

Es/N0 = 10 dB

Es/N0 = 20 dB

Fig. 2: Asymptotic achievable correlation between φ and ε , for
N = 100, M = 2, root raised cosine pulses g(t) with α = 0.2,
ε = 0, ϕk = 0, and T = 1, obtained by Monte Carlo simulation
over 1000000 random sequences {an}. Moreover, Ω is known
to be zero. Due to periodicity with π, we restricted the interval
to φ ∈ [0, π].

covariance matrix of θ̂ [28], we define the asymptotically
achievable correlation coefficient

ρ
asymp
φε =

[
F−1

y
]
φε√[

F−1
y

]
φφ

[
F−1

y
]
εε

(37)

that is plotted in Fig. 2. We observe that the correlation de-
pends on φ, where the dependency increases with increasing
SNR.

To overcome this phase dependency, phase dithering must
be applied. The optimal dithering would be a kind of ge-
nie dithering such that every sample sk lies on a decision
boundary, since this minimizes the information loss due to 1-
bit quantization (see Fig. 1). Heuristics that approximate this
genie dithering were investigated in [13]. One can show that
if |sk | is independent of θ, genie phase dithering will result
in χ(θ) = 2

π , regardless of the SNR or the parameter θ. Thus,
the FI is simply given by

Fy =
2
π

Fr, (38)

i.e., the same as for low SNR. However, a drawback is that
such a receiver requires a feedback from the digital domain to
the analog domain, i.e., a voltage-controlled oscillator (VCO)
is required that realizes the arbitrary phase rotations that are
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required to ensure that every sample sk lies on a decision
boundary. In other words, this results in a digitally controlled
PLL. This is due to the fact that the phase dithering for sk
is computed based on the previous samples. Moreover, such
a design imposes practical constraints, since one has to make
sure that the PLL can lock at a specific phase. If every sample
sk should lie on a decision threshold when the PLL is locked,
all samples sk are required to have the same phase modulo π

2 .
This imposes constraints on the modulation alphabet as well
as on the receiver design. At first timing synchronization must
be performed such that the offset ε is removed and the receiver
samples the input waveform at the time instants of the transmit
symbols. If QPSK modulation is used, all symbols have the
same phase modulo π

2 and feedback based dithering can be
applied. All subsequent receiver tasks are then performed at
symbol rate.1 Thus, in [13] perfect timing synchronization and
overdemodulation instead of oversampling was considered.
An alternative would be to separately dither the amplitudes
of Re {sk} and Im {sk}, like it was proposed for real valued
signals in [29]. However, instead of a VCO an AGC is now
required, since amplitude dithering requires the amplitude of
the signal to lie within the range of the dither signal. An advan-
tage over phase dithering is that genie dithering that is applied
separately to Re {sk} and Im {sk} can achieve (38) for any θ.

To enable a simple receiver design without any VCO or
AGC while removing the phase dependency, we propose the
application of a uniformly distributed phase dither ϕk such that
arg (sk) ∼ U [0,2π]. This technique was labeled as inferior to
feedback based dithering in [13], but enables a much simpler
receiver design since it can be implemented by sampling at
a low IF, i.e., ϕk = kTsΩIF. If TsΩIF

π is an irrational number,
every sample sk will have a different phase, regardless of all
other signal parameters. Thus, for a large number of samples,
we can apply the probabilistic model arg (sk) ∼ U [0,2π]. Due
to the law of large numbers, the uniform phase dithering will
average out the phase dependency, a fact that has already been
observed for the case of phase and frequency estimation of
a complex sinusoid in [30]. Such a receiver will inevitably
have inferior performance in terms of parameter estimation
compared to a receiver that has a feedback from the digital
to the analog domain, i.e., approximates the genie dithering.
Thus, we aim at analyzing the FI of φ, Ω, and ε in case
of uniform phase dithering, in order to assess the parameter
estimation performance of such a receiver.

C. Colored Noise

In order for the noise to be white, we must adapt the
receive filter bandwidth to the oversampling factor, i.e., Wr =

1
2Ts . However, in practice the receive filter bandwidth will be
adapted to the bandwidth of the noiseless receive signal to
remove all noise outside the signal bandwidth. Oversampling
will now result in colored noise, see (4). Unfortunately, it is a
mathematically open problem to find an analytical description

1Timing synchronization is usually the first block in standard receivers,
since timing synchronized samples at symbol rate give a sufficient statistic
for phase estimation and symbol detection [24]. However, this argument is
invalid in case of 1-bit quantization.

for the likelihood function p (y|s(θ)) in case of colored noise
and 1-bit quantization, since there is no analytical description
of the orthant probabilities [16, Chapter 2]. Thus, it is impos-
sible to directly derive the FI and the CRLB. However, for real
valued signals where an analytical description of the likelihood
function is not available or the FI is too difficult to compute,
Stein et al. derived a lower bound on the FI that requires only
the first and second order moments of y conditioned on s(θ)
[17]. This bound is a special case of a bounding technique
based on the exponential model that was already presented in
[31] and generalized and thoroughly studied in [32]. Applica-
tions of that bound to 1-bit quantization can be found for real
valued signals in [18] and for I-Q receivers in [33] and [34].
However, in [33] and [34] the I and Q components are stacked
such that the system model is completely real valued. In order
to directly apply this bound to complex valued signals, we
applied the FI chain rule [35, Lemma 1] in [19] yielding

Fy = FRe{y} + FIm{y} |Re{y} (39)

� F̆Re{y} + F̆Im{y} |Re{y}, (40)

where F̆ is the FI lower bound derived in [17]. In case Re {y}
and Im {y} are independent, the bound simplifies to

Fy = FRe{y} + FIm{y} (41)

� F̆Re{y} + F̆Im{y} (42)

=

(
∂µRe{y}

∂θ

)T
R−1

Re{y}

(
∂µRe{y}

∂θ

)
+

(
∂µIm{y}

∂θ

)T
R−1

Im{y}

(
∂µIm{y}

∂θ

)
, (43)

where µRe{y} and RRe{y} are the first and second order mo-
ments

µRe{y} = E [Re {y} |s(θ)] (44)

RRe{y} = E
[
Re {y}Re {y}T |s(θ)

]
, (45)

and µIm{y} and RIm{y} are defined accordingly.
Following [18], it holds that[
µRe{y}

]
k
= p (Re {yk} = +1|s) − p (Re {yk} = −1|s) (46)

= 1 − 2Q
©«

Re {sk}√[
Rη

]
kk
/2

ª®®¬ , (47)

and the derivative is given by

∂
[
µRe{y}

]
k

∂θi
=

2exp
{
−

Re{sk (θ)}2

[Rη]kk

}
∂
∂θi

Re {sk(θ)}√
π

[
Rη

]
kk

. (48)

Moreover, the diagonal elements of the covariance matrix are
given by [

RRe{y}
]
kk
= 1 −

[
µRe{y}

]2
k
, (49)

while the off-diagonal elements are calculated as[
RRe{y}

]
kl
= 4p (zk ≤ 0, zl ≤ 0)

−

(
1 −

[
µRe{y}

]
k

) (
1 −

[
µRe{y}

]
l

)
(50)
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where [zk, zl]T is a bi-variate Gaussian random vector[
zk
zl

]
∼ N

( [
Re {sk(θ)}
Re {sl(θ)}

]
,
1
2

[ [
Rη

]
kk

[
Rη

]
kl[

Rη

]
lk

[
Rη

]
ll

] )
. (51)

Thus, (50) can only be obtained numerically. The lower bound
for the FI of Im {y} is derived in the same manner. Unfortu-
nately, the quality of the bound, i.e., its tightness, is to the best
of our knowledge unknown in the general case. However, in
case the noise is white where the FI can be computed, it was
shown in [17] for the simple signal model signα(θ+η), where
η ∼ N(0, σ2) and signα(·) is the 1-bit quantizer with threshold
α, that the FI lower bound equals the actual FI, i.e. the bound
is tight. This result carries over to the general, multivariate
and complex valued signal model csign (s(θ) + η) [19].

V. FISHER INFORMATION WITH WHITE NOISE AND
UNIFORM PHASE DITHERING

In the following we study the FI in case uniform phase
dithering and 1-bit quantization is applied at the receiver. To
gain a deeper insight, we will stick to the white noise assump-
tion, i.e., Wr =

1
2Ts , which enables an analytical treatment. We

first present a closed form for the FI of a general signal model
averaged over the phase. Subsequently in Section V-B we ap-
ply this result to the estimation of θ = [φ, ε,Ω] from the receive
signal defined in Section II. We will argue that the estimation
of the timing parameter ε requires the oversampling factor
M = T

Ts
to be an irrational number in order to average out

the non-linear behavior due to 1-bit quantization. Moreover,
considering known i.i.d. transmit symbols, in Section V-C we
obtain very tight closed form lower bounds on the CRLB of
θ = [φ, ε,Ω].

A. General signal model

In order to enable an analytical treatment in the following
derivations, we will apply a very close approximation to (30)
that we proposed in [21]. Since the function B(x) (see (30))
is very close to a Gaussian function we will use the approxi-
mation

B (x) =
e−x

2

Q(x)Q(−x)
≈ c1e−c2x

2
, (52)

where c1 and c2 are constants that are obtained by numerically
solving

[c1, c2] = arg min
c1 ,c2

∫ R

0

����� e−x
2

Q(x)Q(−x)
− c1e−c2x

2

����� dx. (53)

For R = 10 we obtain the values c1 = 4.0360 and c2 = 0.3930,
which do not change for the considered numerical accuracy if
we choose R even higher. The absolute approximation error,
shown in Fig. 3, is very small for all values of x, with a
maximum of 0.036 at x = 0. On the other hand, for large
x we observe that the error is larger than the approximated
function. However, this does not pose a problem in our case,
since the relative error is only large where the value of B(x) is
very small. i.e., the contribution to the FI is very small when

0 2 4 6 8 10

100

10−10

10−20

x

B(x)

|B(x)− c1e
−c2x

2 |

Fig. 3: Absolute approximation error of B(x)

the relative error is large. With (52) we can now approximate
(30) with

[
F̃y

]
θiθ j
=

c1

πσ2

∑
k

(
e
−c2
(Re{sk })

2

σ2/2
∂

∂θi
Re {sk}

∂

∂θ j
Re {sk}

+e
−c2
(Im{sk })

2

σ2/2
∂

∂θi
Im {sk}

∂

∂θ j
Im {sk}

)
,

(54)

where F̃y denotes the FI computed using the approximation
(52). Before stating the central theorem of this section, we
have to introduce the following lemma.

Lemma 1: For x ∈ C∫ 2π

0
e−xcos2(γ)sin2 (γ) dγ =

∫ 2π

0
e−xsin2(γ)cos2 (γ) dγ (55)

= πe−
x
2

(
I0

( x
2

)
+ I1

( x
2

))
(56)

and∫ 2π

0
e−xcos2(γ)cos2 (γ) dγ =

∫ 2π

0
e−xsin2(γ)sin2 (γ) dγ (57)

= πe−
x
2

(
I0

( x
2

)
− I1

( x
2

))
, (58)

where Iv(·) are the modified Bessel functions of the first kind.
Moreover, ∫ 2π

0
e−xcos2(γ)cos (γ) sin (γ) dγ

=

∫ 2π

0
e−xsin2(γ)cos (γ) sin (γ) dγ (59)

= 0. (60)

Proof: A proof of (56) is given in [21] and the proof of
(58) and (60) is analogous.

We can now state the following theorem.
Theorem 1: Let

y = csign (s (θ) + η) (61)

where s (θ) ∈ CK , θ ∈ RL , and η ∼ CN
(
0,Rη

)
is a circularly-

symmetric complex Gaussian random vector with independent
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real and imaginary part. Furthermore, s(θ) and η are inde-
pendent, and we assume uniform phase dithering such that
arg (sk (θ)) = γk (θ) ∼ U (0,2π). For K →∞[

F̃y
]
θiθ j
=

1
πσ2

∑
k

(
κ0

(
|sk |2

σ2

)
∂ |sk |
∂θi

∂ |sk |
∂θ j

+κ1

(
|sk |2

σ2

)
∂γk
∂θi

∂γk
∂θ j
|sk |2

)
, (62)

where, as before, we dropped θ from sk for notational conve-
nience. The functions κ0(x) and κ1(x) are defined as

κ0 (x) = c1e−c2x (I0 (c2x) − I1 (c2x)) (63)

and

κ1 (x) = c1e−c2x (I0 (c2x) + I1 (c2x)) . (64)

Proof: With Re {sk} = |sk | cos (sk), Im {sk} =

|sk | sin (sk), and the elementary rules of differentiation, we
reformulate (54) and obtain (65), which can be seen at the top
of the page. Due to the law of large numbers, 1

K

[
F̃y

]
θiθ j

p
−→

E
[ [

F̃yk

]
θiθ j

]
, where

p
−→ means convergence in probability.

Thus, for K → ∞ the FI equals its average over γk such
that (62) follows directly from γk ∼ U(0,2π), Lemma 1, the
linearity of the expectation operation and the fact that ∂γk

∂θi
is

a constant w.r.t. the expectation over γk as the dithering is
independent of θ.
Since the direct computation of the derivatives of |sk | and
γk might be difficult, we provide different representations of
(62) in the following corollary, where the proof is given in
Appendix B.

Corollary 1: Let us consider the assumptions made in The-
orem 1. For K →∞, (62) can equivalently be expressed as

[
F̃y

]
θiθ j
=

1
πσ2

∑
k

©«κ0

(
|sk |2

σ2

) Re
{
s∗
k
∂
∂θi

sk
}
Re

{
s∗
k
∂
∂θ j

sk
}

|sk |2

+κ1

(
|sk |2

σ2

) Im
{
s∗
k
∂
∂θi

sk
}
Im

{
s∗
k
∂
∂θ j

sk
}

|sk |2
ª®®¬.

(66)

Moreover, if i= j,[
F̃y

]
θiθi
=

1
πσ2

∑
k

(
κ1

(
|sk |2

σ2

)
∂

∂θi
s∗k

∂

∂θi
sk

−κ2

(
|sk |2

σ2

) (
∂

∂θi
|sk |

)2
)
, (67)

where
κ2 (x) = κ1 (x) − κ0 (x) (68)

= 2c1e−c2x I1 (c2x) . (69)

B. Phase, timing, and frequency estimation

Applying Theorem 1 to the joint estimation of θ = [φ, ε,Ω]
leads to the following theorem, where the proof is given in
Appendix C.

Theorem 2: Let us consider the 1-bit quantized receive
signal

yk = csign (sk (θ) + ηk) , (70)

as defined in Section II. Moreover, we assume that Wr =

1/(2Ts) such that Rη = (N0/Ts)I = σ2I. If we assume that the
N transmit symbols {an} are i.i.d. and known, that the signal
pulse g(t) is real valued, and that uniform phase dithering
ϕk ∼ U (0,2π) is applied, for N → ∞ the FI matrix of
θ = [φ, ε,Ω] is given by,[

F̃y
]
φφ
=

1
π (N0/Ts)

∑
k

κ1

(
|sk |2

N0/Ts

)
|sk |2 (71)

[
F̃y

]
ΩΩ
=

1
π (N0/Ts)

∑
k

κ1

(
|sk |2

N0/Ts

)
k2T2

s |sk |
2 (72)

[
F̃y

]
εε
=

1
π (N0/Ts)

∑
k

(
κ1

(
|sk |2

N0/Ts

)
∂

∂ε
s∗k

∂

∂ε
sk

−κ2

(
|sk |2

N0/Ts

) (
∂

∂ε
|sk |

)2
)

(73)

[
F̃y

]
φΩ
=

1
π (N0/Ts)

∑
k

κ1

(
|sk |2

N0/Ts

)
kTs |sk |2 (74)[

F̃y
]
εφ
= 0 (75)[

F̃y
]
εΩ
= 0. (76)

[
F̃y

]
θiθ j
=

c1

πσ2

∑
k

[
e
−c2 |sk |

2cos2(γk )
σ2/2

(
∂ |sk |
∂θi

∂ |sk |
∂θ j

cos2 (γk) +
∂γk
∂θi

∂γk
∂θ j
|sk |2 sin2 (γk)

−

(
∂ |sk |
∂θi

∂γk
∂θ j
+
∂γk
∂θi

∂ |sk |
∂θ j

)
|sk | cos (γk) sin (γk)

)
+ e

−c2 |sk |
2sin2(γk )

σ2/2

(
∂ |sk |
∂θi

∂ |sk |
∂θ j

sin2 (γk) +
∂γk
∂θi

∂γk
∂θ j
|sk |2 cos2 (γk)

+

(
∂ |sk |
∂θi

∂γk
∂θ j
+
∂γk
∂θi

∂ |sk |
∂θ j

)
|sk | cos (γk) sin (γk)

)]
(65)
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At first we observe that due to uniform phase dithering, the
efficient estimator ε̂ is orthogonal to Ω̂ and φ̂ if we assume
random data and real valued pulses g(t), i.e., this property of
the unqantized receiver is preserved. Looking at Fig. 2, it is
intuitively clear that uniform phase dithering will average out
the correlation that ε̂ has with φ̂ and Ω̂. Moreover, we observe
that due to uniform phase dithering the values of φ and Ω
have no influence on any of the elements of the FI matrix.
The growth rate of

[
F̃y

]
θiθ j

w.r.t. N is given in the following
corollary.

Corollary 2: Let us consider the assumptions from Theo-
rem 2. If

[
F̃r

]
θiθ j

grows with O ( f (N)), then
[
F̃y

]
θiθ j

also
grows with O ( f (N)), where θ = [φ, ε,Ω].

Proof: Observing (71), (72), and (74), we recognize that
the FI is identical to the unquantized case, except that the
contribution of each sample is scaled by the monotone decreas-
ing function κ1(·) that depends on the SNR in the particular
sample. Since |sk |

2

N0/Ts
is independent of N , this scaling does not

influence the growth rate with N . The same discussion holds
for (73), except for an additional subtractive term. However,
since (73) must be positive and cannot grow faster than with
O ( f (N)) due to (34), it must also grow with O ( f (N)).

This corollary states the important result that an efficient
estimator has no loss in the growth rate with N , in comparison
to the unquantized receiver, if 1-bit quantization with uniform
phase dithering is applied. Moreover, from Theorem 2, Corol-
lary 2, and (28), we can immediately infer that for N →∞[

F̃−1
y

]
θiθi
=

[
F̃y

]−1
θiθi

, (77)

i.e., the influence of the cross terms in the FI matrix is negli-
gible for large N .

Since for N → ∞ and i.i.d. data [Fr]θiθ j
p
−→

E{an }

[
[Fr]θiθ j

]
, closed form solutions could be given for the

unquantized receiver [26, Chapter 6.2], as recalled in Section
III. From these closed forms it was easy to see how different
system parameters, e.g., the pulse form g(t), influence the FI
matrix. Unfortunately, no such closed forms are available for
the receiver with 1-bit quantization. To this end, we will derive
very tight closed form upper bounds on the FI, i.e., lower
bounds on the CRLB, in Section V-C.

However, beforehand we want to argue that uniform phase
dithering does not sufficiently reduce the effect of the non-
linearity introduced by 1-bit quantization when estimating the
timing parameter ε . The CRLB of ε is plotted in Fig. 4. At first
we observe that at low Es

N0
, the performance is better if the roll-

off factor of g(t) is high, a property that we already know from
the unquantized receiver. However, at medium to high Es

N0
, the

performance is increasingly sensitive on the value of ε , while
in the unquantized case the performance is independent of ε .
Furthermore, how sensitive the receiver will be on a change
in ε depends on the roll-off factor of the pulse form g(t). The
higher the roll-off factor, the more sensitive is the CRLB on the
actual value of ε . In case of φ and Ω we observed, not plotted
here, that the CRLB is independent from the timing parameter
ε . This observation has a simple explanation. Changing ε has

−10 0 10 20 30

10−4

10−3

10−2

α = 0.2
α = 0.8

Es

N0
in dB

C
R
L
B

of
ε

ε = 0
ε = 0.1
ε = 0.2

Fig. 4: CRLB of ε for N = 100, M = 3, T = 1, and root raised
cosine pulses g(t), obtained by Monte Carlo simulations over
1000 random sequences {an}.

an influence on the distribution of |sk | and arg (sk). In case of
uniform phase dithering arg (sk) ∼ U (0,2π), and thus ε has
no influence on the distribution of arg (sk) anymore. Hence,
for large N the value ε has no larger influence on the CRLB
of φ and Ω than it has in the unquantized case, since φ and
Ω do not affect |sk |. However, ε still has influence on the
distribution of |sk |, since |sk | is not dithered. Thus, the CRLB
of ε is highly sensitive on the actual value of ε .

To overcome this, one could dither |sk |. However, this seems
rather impracticable and would require an AGC at the receiver.
A better alternative is to dither the sampling time such that[
F̃y

]
εε

p
−→ Eε

[ [
F̃y

]
εε

]
for N → ∞, where ε ∼ U (−0.5,0.5).

This can easily be achieved without actually making ε random.
One only has to ensure that M = T

Ts
is an irrational number.

In order to explain this, let us introduce the concept of the
sampling phase, i.e., the time difference of a sample sk to
its respective transmit symbol. In Fig. 4 we chose M = 3,
i.e., M is an integer. This causes the effect that the pattern
of relative time differences between the transmit symbol and
its corresponding samples sk is the same for each transmit
symbol, i.e., the sample phase is periodic in M . However, if M
is an irrational number every sample has a different sampling
phase, even if N → ∞. Thus,

[
F̃y

]
εε

p
−→ Eε

[ [
F̃y

]
εε

]
for

N →∞, without actually dithering the sampling. The effect is
the same that sampling at a normalized irrational intermediate
frequency has on the phase (see Section IV). When TsΩI F

π
is irrational, every sample sk has a different phase and when
M is irrational, every sample has a different sampling phase.
This averages out the effect of the non-linearity of the 1-bit
quantization.

It may seem that M being irrational is a rather theoretical
assumption. However, the opposite is the case. Since the clocks
at transmitter and receiver are not synchronized in general M
will be an irrational number [26, Section 4.1.1].

C. Lower bounds on the CRLB

Here we want to give very tight closed form lower bounds
on the CRLB of θ = [φ, ε,Ω]. If we additionally to the setting
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of Theorem 2 assume that M = Ts
T is an irrational number, for

N →∞ the CRLB of θ = [φ, ε, Ω] is lower-bounded by[
F̃−1

y

]
θiθi
=

[
F̃y

]−1
θiθi

(78)

≥

(
1

2π
κ1

(
Es

N0M

))−1
[Fr]

−1
θiθi

. (79)

For φ and Ω the bound (79) is proven in Appendix D.
However, the bounding of the FI of ε is based on numerical
evaluation as we have not been able to rigorously prove (79)
for ε . These numerical evaluations show that for raised cosine
and root raised cosine pulses g(t) the provided lower bound
on the CRLB holds.

We observe that the bound (79) equals the CRLB of the
unquantized receiver multiplied by a loss factor that depends
only on Es

N0
and the oversampling factor M , where Es

N0M
is

in fact the SNR. Thus, we can use the closed form solutions
given for Fr in Section III to obtain (79). In order to gain
a deeper understanding of the impact of the loss factor, we
approximate the bound in (79) for low and high SNR with[

F̃−1
y

]
θiθi
=

[
F̃y

]−1
θiθi

(80)

≥


π
2 [Fr]

−1
θiθi

for low SNR
√

2π3c2
c1

√
Es
N0

1√
M
[Fr]

−1
θiθi

for high SNR,
(81)

where the low SNR result follows directly from (34) and
the high SNR result follows from the approximation [36, Eq.
(10.30.4)]

Iv(x) ≈
ex
√

2πx
(82)

for x →∞ such that

κ1(x) ≈
2c1
√

2πc2x
. (83)

As can be seen, there are two major differences between the
low and the high SNR regime. In the low SNR, the behavior
is identical to the unquantized case, i.e., the performance im-
proves with O

(
Es

N0

)
and oversampling has no effect. On the

other hand, as [Fr]
−1
θiθi

improves with O
(
Es

N0

)
(see (24) – (27)),[

Fy
]−1
θiθi

improves with O
(√

Es

N0

)
in the high SNR regime, due

to the factor
√

Es

N0
in (81). In case of the simpler problem of

phase and frequency estimation of a complex sinusoid, it has
already been observed in [30] that the performance improves
only with the square root of the SNR in the high SNR regime,
if the phase dependency has been averaged out due to an
irrational frequency of the sinusoid. Moreover, as increasing
M decreases the SNR, oversampling is shifting the regime
up to which the low SNR approximation holds to a higher
Es

N0
, i.e., for M → ∞ the performance loss compared to the

unquantized receiver will converge to the low SNR loss of 2
π .

VI. NUMERICAL EVALUATION

In this section we want to present a numerical evaluation of
our results. At first, we evaluate the results obtained for white
noise in Section V. Subsequently, we will compare the CRLB

−10 0 10 20 30
10−5

10−4

10−3

10−2

M = 2.12
M = 20.12

Es
N0

in dB

C
R
L
B

o
f
ε

[
F̃y

]−1

εε

LB on
[
F̃y

]−1

εε

low SNR LB

high SNR LB

Fig. 5: CRLB of ε and its lower bounds (LB) for N = 100,
T = 1, and root raised cosine pulses g(t) with α = 0.2, where[
F̃y

]−1
εε

was averaged over 1000 random sequences {an}.

for white noise with the CRLB upper bound for colored noise,
given in Section IV-C.

A. White Noise

In the following we want to evaluate the bounds derived
in Section V for white noise and uniform phase and sample
dithering.2 To this end, Fig. 5 exemplarily depicts

[
F̃y

]−1
εε

and
its bounds. The behavior for φ and Ω is analogous. At first
we observe that the bound (79) is very tight. Moreover, as
predicted by the bounds (81), the CRLB is separated into a low
and a high SNR regime, where the performance first improves
linearly and than with the square root of Es

N0
. We observe that

oversampling is moving the high SNR bound of the CRLB
downwards, which also moves the crossing point with the low
SNR bound to a higher Es

N0
point. This is due to the fact that

oversampling is decreasing the SNR, since the receive filter
must be wider if the noise is required to be white. I.e., as
already discussed in Section V-C, oversampling is shifting the
regime where the low SNR approximation holds to a higher Es

N0
and the performance loss compared to the unquantized receiver
will converge towards the low SNR loss of 2

π as M → ∞.
Note that the low SNR bound gives the performance that is
achievable with the genie dithering, as discussed in Section
IV-B.

B. Colored Noise

Finally we want to analyze the influence of noise correlation
by assuming that the receive filter is not adapted to the sam-
pling rate, i.e., Wr = Wg +

|Ωmax+ΩIF |

2π , where Ωmax is the maxi-
mum frequency uncertainty. Since the FI cannot be computed
directly in this case, we resort to the FI lower bound discussed
in Section IV-C, which gives an upper bound on the CRLB.
At first, numerical evaluations not presented here show that as
proved for white noise in (77), the cross terms in the FI matrix
can also be neglected for large N in case of colored noise.

2Theoretically M must be an irrational number. However, numerical eval-
uations show that in practice it is sufficient that M is a rational number with
a few decimal places. The same discussion hold for ΩIF.
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In Fig. 6, we compare white and colored noise for different
oversampling factors. As the CRLB is independent of the
frequency uncertainty if uniform phase dithering is applied, we
assumed Ωmax = 0 for simplicity. The only difference is that a
larger frequency uncertainty will increase the amount of noise
captured due to a larger bandwidth of the receive filter, which
will reduce the performance gain due to correlation. We ob-
serve that also in case of colored noise the CRLB has a smaller
slope in the high SNR regime. However, the performance loss
compared to the unquantized receiver is reduced, i.e., allowing
for noise correlation yields better performance than adapting
the receive filter bandwidth to the oversampling factor which
results in white noise at the cost of higher noise power. In
particular, colored noise can increase the performance beyond
the low SNR bound for white noise (34). This observation
has already been made in, e.g., [37] and [18], for direction-
of-arrival parameter estimation and time-of-arrival estimation,
respectively. Furthermore, we observe that colored noise is a
little more beneficial for timing estimation than for frequency
and phase estimation. The CRLB upper bound for colored
noise and M = 6 crosses the low SNR bound for white noise
at approximately Es

N0
≈ 5 dB in case of phase and frequency

estimation and at Es

N0
≈ 12 dB in case of timing estimation.

VII. CONCLUSION

In this paper we studied the FI and the CRLB of phase, fre-
quency, and timing estimation. We observed that the parameter
estimation performance is highly dependent on the phase shift
of the input signal. To overcome this problem, we proposed
uniformly distributed phase dithering before 1-bit quantization,
which can be implemented in practice by low IF sampling.
Based on the assumption of white noise due to the adaptation
of the receive filter bandwidth to the sampling rate we derived
the FI for a general signal under phase dithering and applied
the results to phase, frequency, and timing estimation.

Furthermore, we observed that the performance of the es-
timation of the timing shift is highly dependent on the actual
value of the timing shift. Thus, we proposed uniform dithering
in the sampling, which can be implemented by assuring that
the oversampling factor is an irrational number. Based on
Jensen’s inequality we derived a very tight lower bound on
the CRLB of phase, timing, and frequency, considering dither-
ing in phase and sampling time. This bound shows that the
properties that hold for large N for the unquantized receiver,
also hold for the 1-bit quantized receiver, if phase and sample
dithering are applied, e.g., the phase estimation performance
is independent of the pulse form. The only difference is a
performance loss that depends on Es

N0
and the oversampling

factor, where increasing the oversampling factor can reduce the
performance loss up to the low SNR limit of 2

π . This is also
the limit that can be achieved in case of genie aided dithering,
e.g., by using feedback from the digital to the analog domain.
Moreover, a comparison with the numerically computed CRLB
upper bound for colored noise, i.e., the receive filter bandwidth
is not adapted to the sampling rate, shows that noise correlation
can reduce the performance loss compared to the unquantized
receiver.
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Fig. 6: CRLB for white noise (WN) compared to the CRLB
upper bound (UB) for colored noise (CN) with N = 100, T =
1, and root raised cosine pulses g(t) with α = 0.2, averaged
over 1000 random sequences {an}. The CRLB upper bound
was computed with ΩIF = 0.12π.
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Practically important is the fact that the receiver design
required to achieve the aforementioned properties is very sim-
ple, neither an AGC, nor any feedback from the digital to the
analog domain are required.

APPENDIX A
PROOF OF (34)

Proof: As can be seen in (30), due to white noise with
independent real and imaginary part, the FI matrix can be
written as the sum of the contribution of each sample, i.e.,

Fy =
∑
k

FRe{yk } +
∑
k

FIm{yk } . (84)

The same is obviously true for Fr. Thus, we only have to
prove (34) for one individual contribution FRe{yk } to the FI, as
it will then also be true for the sum of all contributions, see,
e.g., [27, Problem 7.1]. In order to proof (34), we will make
use of [27, Theorem 7.7.3], which states that for two positive
definite matrices A and C, A � C if and only if ρ

(
AC−1) ≤ 1,

where ρ(·) denotes the spectral radius. With (30)

ρ
(
FRe{yk }

π

2
F−1

Re{rk }

)
= ρ

(
1

2π
B

(
Re {sk}
σ/
√

2

)
FRe{rk }

π

2
F−1

Re{rk }

)
(85)

= ρ

(
1
4

B

(
Re {sk}
σ/
√

2

)
I

)
(86)

=
1
4

B

(
Re {sk}
σ/
√

2

)
(87)

≤ 1, (88)

where equality holds for σ → ∞. This is true since B(x) is
a symmetric and unimodal function with maximum B(0) = 4,
see Fig. 3.

APPENDIX B
PROOF OF COROLLARY 1

Proof: With

∂

∂θi
|sk | =

∂

∂θi

√
Re {sk}2 + Im {sk}2 (89)

=
Re {sk} ∂

∂θi
Re {sk} + Im {sk} ∂

∂θi
Im {sk}

|sk |
(90)

=
Re

{
s∗
k
∂
∂θi

sk
}

|sk |
(91)

and

∂

∂θi
γk =

∂

∂θi
arctan

(
Im {sk}
Re {sk}

)
(92)

=
Re {sk} ∂

∂θi
Im {sk} − Im {sk} ∂

∂θi
Re {sk}

|sk |2
(93)

=
Im

{
s∗
k
∂
∂θi

sk
}

|sk |2
(94)

(66) follows directly from (62). Moreover, with

∂

∂θi
s∗k

∂

∂θi
sk −

(
∂

∂θi
|sk |

)2

=
∂

∂θi

(
|sk | e−jγk

) ∂

∂θi

(
|sk | e jγk

)
−

(
∂ |sk |
∂θi

)2
(95)

=

(
∂ |sk |
∂θi

e−jγk − js∗k
∂γk
∂θi

) (
∂ |sk |
∂θi

e jγk + jsk
∂γk
∂θi

)
−

(
∂ |sk |
∂θi

)2

(96)

= jsk
∂γk
∂θi

∂ |sk |
∂θi

e−jγk − js∗k
∂γk
∂θi

∂ |sk |
∂θi

e jγk + |sk |2
(
∂γk
∂θi

)2

(97)

= 2
∂ |sk |
∂θi

∂γk
∂θi

Re
{

jske−jγk
}
+ |sk |2

(
∂γk
∂θi

)2
(98)

= 2
∂ |sk |
∂θi

∂γk
∂θi

Re { j |sk |} + |sk |2
(
∂γk
∂θi

)2
(99)

= |sk |2
(
∂γk
∂θi

)2
(100)

and (69), (67) follows directly from (62).

APPENDIX C
PROOF OF THEOREM 2

Proof: With

s∗k
∂

∂φ
sk = js∗k sk and s∗k

∂

∂Ω
sk = j kTss∗k sk (101)

(71), (72), and (74) follow directly from (66). Moreover, since
no simple form could be found for the derivatives w.r.t. ε , (73)
is obtained by directly applying (67). Furthermore, with (101)
and (66) we obtain[
F̃y

]
εφ
=

1
π (N0/Ts)

∑
k

κ1

(
|sk |2

N0/Ts

)
Im

{
s∗k

∂

∂ε
sk

}
(102)

=
1

π (N0/Ts)
Im

{∑
k

κ1

(
|sk |2

N0/Ts

)
s∗k

∂

∂ε
sk

}
(103)

=
1

π (N0/Ts)
Im

{∑
k

κ1

(
|sk |2

N0/Ts

) ∑
n

∑
m

a∗nam

× g (kTs − nT − εT) Ûg (kTs −mT − εT)

}
(104)

p
−→

1
π (N0/Ts)

∑
k

∑
n

∑
m

E
[
κ1

(
|sk |2

N0/Ts

)
Im

{
a∗nam

}]
× g (kTs − nT − εT) Ûg (kTs − nT − εT)

(105)
= 0, (106)

where (105) is due to the law of large numbers and the as-
sumption of i.i.d. symbols {an}, and Ûg(·) denotes the derivative
w.r.t. time. Moreover, (106) is due to that fact that g(t) is real
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valued. Equivalently, with (101), (66), and i.i.d. symbols {an}
we obtain

[
F̃y

]
εΩ
=

1
π (N0/Ts)

∑
k

κ1

(
|sk |2

N0/Ts

)
kTsIm

{
s∗k

∂

∂ε
sk

}
(107)

p
−→ 0, (108)

by applying the same steps applied for
[
F̃y

]
εφ

.

APPENDIX D
PROOF OF (79)

Before proving (79), we need to circumvent a technicality
that arises because the proof is based on Jensen’s inequality.
As we assume that g(t) is a strictly bandlimited pulse, it has
an infinite time duration and thus we have to sum over k ∈
(−∞,∞) to obtain the FI. However, Jensen’s inequality does
not hold for infinite measures, see, e.g., [38, Chapter 8.3] for a
discussion on that matter. To circumvent this technicality, we
exploit the fact that for large N the signal energy outside the
data frame of length NT is vanishingly small compared to the
signal energy inside the data frame. Furthermore, the signal
carries the FI of its unknown parameters where its energy lies
and thus we restrict the summation interval to k ∈ [−K,K − 1],
where K = 1

2 MN , i.e., we only consider the part of the receive
signal where the actual data symbols are. This allows us to
obtain very tight bounds using Jensen’s inequality. Moreover,
the summation interval is chosen to be symmetric, since this
maximizes the CRLB of Ω, as pointed out in [26, p. 334] and
[39, p. 60]. Equipped with this discussion, we can now prove
(79).

Proof: Due to (28) and (77) we know that the cross terms
can be neglected and thus we only have to prove that

[
F̃y

]
θiθi
≤

1
2π

κ1

(
Es

N0M

)
[Fr]θiθi . (109)

Let us start with (71)

[
F̃y

]
φφ
=

1
π (N0/Ts)

∑
k

κ1

(
|sk |2

N0/Ts

)
|sk |2 (110)

=
1
π

∑
k

f
(
|sk |2

N0/Ts

)
(111)

≤
N M
π

f

(
1

N M(N0/Ts)

∑
k

|sk |2
)

(112)

=
N M
π

f
(

1
2N M

[Fr]φφ

)
(113)

=
1

2π
κ1

(
Es

N0M

)
[Fr]φφ , (114)

where (112) is due to Jensen’s inequality and the concavity of
f (x), which can be seen in Fig. 6a, and (113) and (114) are

due to (9) and (10). Equivalently, for (72) we obtain[
F̃y

]
ΩΩ
=

1
π (N0/Ts)

∑
k

κ1

(
|sk |2

N0/Ts

)
k2T2

s |sk |
2 (115)

=
1
π

∑
k

f
(
|sk |2

N0/Ts

)
k2T2

s (116)

≤
1
π

f

( ∑
k k2T2

s |sk |
2

(N0/Ts)
∑

k k2T2
s

) ∑
k

k2T2
s (117)

=
1
π

f
(
[Fr]ΩΩ

2
∑

k k2T2
s

) ∑
k

k2T2
s (118)

=
1

2π
κ1

(
[Fr]ΩΩ

2
∑

k k2T2
s

)
[Fr]ΩΩ , (119)

where (117) is again due to Jensen’s inequality and the con-
cavity of f (x), and (118) and (119) are due to (11) and (12).
Using Faulhaber’s formula and K = 1

2 MN , we obtain

K−1∑
k=−K

k2 = 2
K∑
k=1

k2 − K2 (120)

= 2
2K3 + 3K2 + K

6
− K2 (121)

=
M3

12
N3 +

M
6

N . (122)

Since we are interested in results for large N , we use (12) and
(122) to compute the limit

lim
N→∞

[Fr]ΩΩ

2
∑

k k2T2
s

=
Es

N0

T2

12
12

T2
s M3

(123)

=
Es

N0M
. (124)

Thus, for N →∞ we obtain[
F̃y

]
ΩΩ
≤

1
2π

κ1

(
Es

N0M

)
[Fr]ΩΩ . (125)

Let us now turn to ε . As can be seen in Fig. 4, the CRLB,
and thus the FI, is highly dependent on the true value of ε .
However, we argued that if the oversampling factor M is an
irrational number, this dependency will average out, i.e.,[
F̃y

]
εε

p
−→Eε

[ [
F̃y

]
εε

]
(126)

=
1

π (N0/Ts)

∑
k

∫ 0.5

−0.5
κ1

(
|sk |2

N0/Ts

)
∂

∂ε
s∗k

∂

∂ε
sk

− κ2

(
|sk |2

N0/Ts

) (
∂

∂ε
|sk |

)2
dε

(127)

=
T2

π (N0/Ts)

1
T

∑
k

∫ kTs+0.5T

kTs−0.5T
κ1

(
|s(t)|2

N0/Ts

)
∂

∂t
s∗(t)

∂

∂t
s(t)

− κ2

(
|s(t)|2

N0/Ts

) (
∂

∂t

√
|s(t)|2

)2
dt,

(128)
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where (128) is due to the substitution t = kTs − εT . We observe
that (128) is a sum of N M integrals, with the centers at kTs and
an interval length of T . Thus, the integrals overlap such that

Eε
[ [

F̃y
]
εε

]
=

T2

π (N0/Ts)

M
T

∫ N
2 T

− N
2 T

κ1

(
|s(t)|2

N0/Ts

)
∂

∂t
s∗(t)

∂

∂t
s(t)

− κ2

(
|s(t)|2

N0/Ts

) (
∂

∂t

√
|s(t)|2

)2
dt .

(129)

With∫ N
2 T

− N
2 T

|s(t)|2 dt ≈
∑
n

∑
m

a∗nam

∫ ∞

−∞

g∗ (t − nT) g (t − mT) dt

(130)
p
−→

∑
n

E
[
|an |2

] ∫ ∞

−∞

|g (t − nT)|2 dt (131)

= NEs (132)

due to i.i.d. symbols we obtain

Eε
[ [

F̃y
]
εε

]
≤

T2

π (N0/Ts)

M
T

NT

×

κ1
©«

1
NT

∫ N
2 T

− N
2 T
|s(t)|2 dt
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=
1
π
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−∞
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(135)

=
1

2π
κ1

(
Es

N0M

)
[Fr]εε . (136)

As the FI averaged over ε , i.e., the LHS of (133), is concave
in the signal energy (see Fig. 5), the bounding (133) is similar
to Jensen’s inequality. However, since we integrate not only
over |s(t)|2 but also over ∂

∂t s∗(t) ∂∂t s(t) =
�� ∂
∂t s(t)

��2 (133) is not
rigorously justified by Jensen’s inequality. Thus, we performed
simulations using raised cosine and root raised cosine filters
g(t) and found that we indeed obtain an upper bound on the FI
and thus a lower bound on the CRLB. For a raised cosine pulse
g(t) with rolloff α = 0.2 this can be seen in Fig. 5. Moreover,
(134) is due to (132), (135) is proven in [26, p. 336], and the
final result is due to (14).
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[19] M. Schlüter, M. Dörpinghaus, and G. P. Fettweis, “Bounds on chan-
nel parameter estimation with 1-bit quantization and oversampling,” in
Proc. IEEE Int. Work. Signal Process. Adv. Wirel. Commun., Kalamata,
Greece, Jun. 2018.

[20] A. Mezghani, F. Antreich, and J. A. Nossek, “Multiple parameter esti-
mation with quantized channel output,” in IEEE Int. ITG Work. Smart
Antennas, Bremen, Germany, Feb. 2010, pp. 143–150.
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