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Abstract—In their fundamental paper, Cover and El Gamal YUY,
presented three basic coding strategies -élecode-and-forward, /@\
compress-and-forward and a mixed strategy based on partial
decode-and-forward and compress-and-forward — which are still Ui VW

the basis for many recent relaying protocols. So far, only parts

of their work are applied to networks of relay nodes, e.g., the

decode-and-forward as well as compress-and-forward apprazn. U1Us Y, U U,

This work generalizes a mixed approach of partial decode-and-

forward and compress-and-forward to networks of relay nodes Fig. 1. The information flow of the mixed approach using partiatode-

We further highlight how the “successive refinement problem”  and-forward. Arc labels show which information is exchangetiveen nodes
and the “broadcast channel problem with degraded message séts and node labels show the channel outputs and decoded symbols.

are applied in our approach. Finally, we formulate achievable

rates for the discrete memoryless relay channel consisting of two

relay nodes. case. The mixed strategy based on partial DF divides the

I. INTRODUCTION AND MOTIVATION source message into two part$; and U, where the former
We can observe a growing importance of infrastructuf@€ can be decoded without knowledgeldf. As illustrated

based wireless communications systems as well as ad R¥cthe information flow in Fig. 1, relay node only decodes

networks in present-day telecommunications. The popylarin€ first source messagdeé, for which it selects a message
of mobile terminals poses the question how to exploit |Qdex using the random binning procedure introduced in [6].

network of wireless terminals to increase for instance cipa 1 Nis index determines the support messagéansmitted by
and coverage or to reduce usage of backhaul infrastructf¥ relay node (which is also known to the source node). Using
One answer to this question is to ussay nodessupporting Y~ the relay node quantizes the remaining uncertainty about
the end-to-end communication between two nodes. U, in its channel outpuY .. This quantization is used to select
This idea of relaying goes back to van der Meulen [1], [2F°M€ mdex. wh!ch determines the second relay mes®age
Cover and El Gamal refined this idea in [3] and presented threel "€ destination nodel decodes the support messaye
basic coding strategies for the three-terminal cdseode-and- Which provides redundant information such that the source
forward (DF), compress-and-forwar¢CF) as well as anixed Messagél; can be decoded. Using the messagjeand the
strategycombiningpartial decode-and-forwarand compress- COrelation between the relay and destination channelubutp
and-forward. In recent publications the analysis of theehr the destination decodes the quantizafion(a strategy similar
terminal case was extended to the multi-terminal case: krant® Wyner-Ziv coding [7], [8]). With this quantization the
et al. presented in [4] different coding strategies for networkdestination can decode the second source medsage _
of relay nodes, e.g., a generalized DF and CF for rela Our approach now generalizes this protocol by |_ntroducmg
networks as well as a mixed strategy where each relay no&eJr 1 degraded source messages. Each mestage only
uses either DF or CF. Gupta and Kumar generalized in [5] tdécoded by a subset of all relay nodes whereas each inode
DF approach presented in [3] to a multi-level relaying sciena Of this set determines a supporting mess¥ige Furthermore,
which serves as the basis for our proposal. However, to tii¢Se nodes transmit successively refined quantizatiomef
authors’ knowledge, no strategy was published so far whii?iﬁ'a”nel output to those relays which decode the messages
generalizes the mixed strategy based on partial DF to a refay> - After a detailed definition of our nomenclature and
network such that each node operates in a mixed mode. used network model in Section Il, we describe this general
We apply in this work the approach of [5] to the mixediPpProach in.more detail in' Sectiqn [ll. Finally, we conclude
strategy presented in [3, Theorem 7] for the three-terminf4} Paper with an outlook in Section IV.

Part of this work has been performed in the framework of the I8fept Il. RELAY NETWORK MODEL AND NOMENCLATURE
IST-4-027756 WINN_ER I, which is partly funded_ by_the Europednion. In the following we will use non-italic uppercase letters
The authors would like to acknowledge the contributionshefirt colleagues Xtod t d iabl italic | letie
in WINNER I, although the views expressed are those of the@stand do 0 denote random varianles, nor_1-| alic OW_erC_ase etners
not necessarily represent the project. to denote events of a random variable and italic lettéys (



or n) are used to denote scalars. Ordered sets are denoted Y, : U Yiy?2 Y, : U U,YY2

by X, the cardinality of an ordered set is denoted |bY|| VIWIW? —

and [b; b+ k] is used to denote the ordered set of numbers

(b,b+1,--- b+ k). Let X, be a random variable parameter-

ized usingk thenX denotes the vector of al; with k € C

(this applies similarly to sets of events). Furthermore,wile U, U, Uz Viwi VIVIW]

use in the followingp(x|y) to abbreviate the conditional pdf
px|y (x|y) if this does not create any confusion.
This paper considers a network df+2 nodes: the set oWV

relayst € R := [1; N], the destination nodé = N+1 and the UiloUg —n—
source node = N +2. The discrete memoryless relay channel
is defined by the conditional pdi (yx,ya|xs,xr) over all Ya: UiUzUs
possible channel inputs;, - -+ ,xn,Xs) € X1 X - X X Xy
and channel output(sy17 S YN, yd) € Y x---YnxY,; with Fig. 2. The information flow in our proposal féf = 2. The source transmits
X; and)); denoting the input and output alphabets. in ‘fd{ecg"g}:fo{rlt’h% di;?}fizp;i'gs'g?ﬁ:i%%i[ﬁeslvf‘cfot:‘e first relay chooses
Remark 1:In comparison to the multi-level approach in [5 o a '
we concentrate in this paper on the case that each levep/grou R!
consists of one relay node. Section I1I-D addresses up@min v, @ @_,Yll
issues if we group the relay nodes to disjoint sets. 1
Let 7(X) be the set of all permutations of a s&t The - Yo
source chooses an ordering € 7([1; N + 1]) where o4(1) () Ry 3 5o
denotes thd-th element ofo; andos(N +1) = N + 1. For @J L2 =Y
the sake of readability we abbreviate in the followiig ;) by Y5
Y; and the relay node;(!) by [ or as thel-th level Besides, ’
each relay introduces an ordering € w([l41; N+1]) where
o;(7) indicates node,(o;(i)) and the channel output of this RM

node is denoted by ;. We further use in the following the [ ,{ g, ]Yle
function ¢, to denote the inverse afj, i.e., 0;(¢;(i)) = i. ! i

Y,
IIl. A GENERALIZED MIXED PARTIAL DF APPROACH LMy

In our proposal the following messages are considered: Fig. 3. The successive refinement problem as it emerges in otogo.
. ; k Y; needs to be quantized by encodgrs, - - - , fi,n, at different distortions
« the source megsagﬁ%’ ke [1’ N+ 1]’ V]:,"th rate_SRs’ and to be decoded by decodets,, - - - , 91,01, M; L N —1+1, which can
» the messagey) §ept by level at rate R} to assistUx,  exploit unstructured side informatio [y,
« the quantization&'}', &’ € [1; M;] with M; = N —1+1,
and the corresponding broadcast messayés

The partial messag¥y, is decoded by each levél> k. To case of the more general multiple description problem [11].
support the source message the relays, i.es, N, assign Fig. 3 illustrates the successive refinement problem as it
to each partial message an ind€f obtained using random emerges in our proposal. The channel output of I&vek., Y,
binning [6] and transmit it to each levél > I. Levelsl’ > 1 has to be encoded and transmitted to nogés, i € [1; M,].
useVy to decode the respective partial source message. At first the channel output is estimated by a quantizafign
Furthermore, each relay levél estimates the remgir)ing using A} = Ry,(D}) bits per symbol, whereRy,(D) is
uncertainty in its receive vector using the quantizatidfs, the rate-distortion function for some given distortiéh This
k' € [1;M] at distortion D = d(Y{,Y;) whered(-,) estimation needs to be decoded by all nod¢s). Since these
denotes a suitable distortion measure aBfi > DF ! nodes can exploit (in general unstructured) side inforomati
holds. These quantizations are assigned to the mes;‘iﬁﬁes Y, ,, the necessary ratél1 < A} to describeY; at distortion
Level o,(i), ¢ € [1;M;], decodes all messagéﬁ/l“”} and D} is the well known Wyner-Ziv source coding problem [7],

quantizationsYl“”], respectively. We will further explain in [8], i.e., R} = .Erﬁaﬁ]RvazZ\Yu(Dll)' where RY?(-) is the
1 sV ’

the sequel the mentioned quantization task, which is knowfyner-ziv rate-distortion function as defined in [8]. In the
as the successive refinement problem with multiple desuept next refinement step all levels(i), i > 2, additionally decode
and (in general) unstructured side information. BesidBs, tthe more accurate descriptiaff with D2 < D}. To describe
messagedV; need to be transmitted to the respective levelfe refined quantizatioly? additional information at raté??

which is similar to the broadcast channel problem. must be provided. Again from rate-distortion theory we know
A. The successive refinement problem that R} + R} > o RYZ, (Dp).

Koshelev [9] and later Equitz and Cover [10] independently In [9], [10] the Markovity condition to achieve rate-
introduced the problem of successive refinement as a spediakortion optimal successive refinements is derived. In ou



)

random variable to achieve capacity [15]. Since the geizeral

i~

é %t tion of this method to prove the capacity region of our sgttin
o T | = Y12 is beyond the scope of this paper we use (1) in the sequel.
= (o - Sl (2, 27)
N’\ S 5 ’ 1771
T § ~— - C. Achievable rates folV = 2
L

In this subsection we apply the previously presented result
Yim to describe the encoding and decoding procedure of our
t———{(9m }— (2}, 2%, -+ ,2}) proposal in more detail for the case af = 2 relay nodes.
The application of this proposal ty > 2 relay terminals is
‘ _ _ o straightforward but unnecessarily complicates the ddoxa.
Fig. 4. The broadcast channel problem considered in our vilirk indices . . .
2I"* are determined by the Wyner-Ziv coding of the quantizaﬂ&%;k] _ Basically, our protocol represents a |_”nult|-hop implementa
and need to be decoded by receive, - - ,gia1,, My = N — 1+ 1. tion of the mixed strategy based on partial decode-anddw
presented in [3, Theorem 7]. Consider the partial source
messagedJ|;,3 transmitted in blockb. Level 1 decodesU;
setting this implies the Markov chalr, < Y « Y ~! . and uses it to determine the messageby assigning to each
---Y}. With this condition we can ensure thatl’ is at possible source message a bin index. This bin index is used to
least for one nodey (i), i > k', rate-distortion optimal, selectthe relay messad@ (a well known method introduced
i.e. Ef;]%f =  max RVYVZ\Y (DF'). For the case of by Slepian-Wolf [6]): This random plnplng is sﬁghtly diflent
€[k T for the next level2: instead of assigning the index randomly

no side mfprmatlon_,. Eq_wtz and Cover ShOV.V n [10] thal.to the source messages it assigns the indices to the bins of
this Markovity condition is necessary and sufficient forerat the first relay level. Since level supports in blocks + 1 the

distortion optimality in each refinement step. Our setup is me source message as lev@i block b, we can ensure that

special case of the general setting presented by Heegard gnd, | 1 \ows in each block the messa§d [5]. Using the

Berger in [12, Theorem 2] for which an upper bound on th& . o
ecoded messag@d andU; level 1 quantizes the remainin
rate region is known. So far it is unresolved whether thisigbu g ! g g

is tight uncertainty in the receive vectdr; using the quantizations
'S tight. v which determine the broadcast messagés .

B. The broadcast channel problem In the next block(b + 1) relay 2 decodes the supporting
essagé/+ and uses the additional information to decadie

w (52
Py,

—

In this subsection we treat the difficulties of transmitting]

the quantizations of level, i.e vIMI 6 the next M, ent in blockb. With this knowledge the second relay can de-

1 . "y ’ . . . . 1; 1_’2 . .
levels. Fig. 4 illustrates the probllem: the message indicggdfa the quant|zat|9n 'ncAj'gég[l ¢(_ ! ar.1d the ql.Jan.t|zat|on
(21 zM’) K e [1'2711%;6/] are determined by the quan_dedlcated to leveR, i.e., Y7/, Using this quantization and
tizla{t.i(.)ﬁ;{(l ' M Ljsin a’random binning orocedure ASthe own channel outpuY, in block b the relay is able to
previouslyl ’rﬁ.e.n’tiolned ngdesl(i) s [k’-]?@? need tHe decode the second partial source messageKnowing this
indices (1 z’“') o 7successfullly decodé the7quantizati0n8artia| message and the indices transmitted by the previous
91 ifl’“"uab\l/iously this is a broadcasting problem arelay level, it further quantizes the remaining uncertaintY,

Lo Y s

1 i 1 i i
introduced by Blackwell and later described in detail by oy DY ¥4 and determine$y';. Furthermore, this level assigns the
g porting messagéé, '~ to both source messages wharg

[139. Our problem is characterized by a degraded message.S etermined using the set inclusion method describedeabo
Wthl], which was analyzed by &ner and Marton [14]. ! ! using inciusi ! v

Later, Csiszar and &ner further investigated this problem as Fmall;g\/’ghe gestlnat_ltoiw o(ljeco%es n bIOblth at fl_rtstt éh_e
the “asymmetric broadcast channel” [15]. messagev; and uses it to decode mes?a@. ransmitted in
. o T1M block b + 1. That followed, the destination is able to decode
To communicate the message mdm%é , relay level the first partial source messafje sent in blockb. In the next
| transmits the messagé&}’, k' € [1;M;], which in our b :

; i atinAr?1(3)
proposal build the Markov chaifv! — W2 < -~-W1Ml R step, it decodes the relay messagg the quantizatiory{

o s .and using both also the source messége Finally, it uses
Yi1,---, Y n,) (this is not a necessary condition but it N ' .
(Yo, Vi) ( y ®), Y3 and the channel outpuf, in

Sl . ; : the quantizationsy "
simplifies the expressions in the sequel). Using the resilts 1 )
[14] we can intuitively state that block b to decode the source messd@gesent in blockb. The

information flow of this proposal is shown in Fig. 2. A more
Wffl) (1) detailed description of a random coding scheme is givenén th
Appendix which outlines the proof of the following theorem.
is an achievable rate region for our problem. As explained in Theorem 1:The final rateR = Zle RL is given by
[16, Corollary 5], (1) is included in the capacity region toe
case of M; = 2: R} < I(W} Y1), R? < I(W?;Y;2|W})
and R} + R? < I(W2,Y,,) [14]. In the special case that R= oven([L3]) orem(2a]) "y
Y2 is not “less noisy” thanY; ; [14], i.e., I(W};Y; 1) >
I(W};Ym), we need to introduce a time-sharing and auxiliaywhere the maximum is taken over all possibleando;. The

le < min I(W;";Ym
i€[k; M)

3
R )



rates of the partial messages are given by
R} <min(I(Uy; Y4 |V5, WP),

Ry + min I(U3 Y Wi wih), )
R? < min(I(Ug;Yg')?(fl@)|W[11;2}Wf1(2)V%U1), @
I(U Y3 YT W W OVIUL) + 1 (V3 Y5[V3))
and
R <1 ((Ug,;Ys?% Y3[UU W, W¢1<3>v2) )

subject to the side condition on the first relay transmission

R} <min (I (V{;Y2|W3), 1 (Vi;Y3|W3) +1(V3;Ys)),

(6)
the successive refinement conditions for level
Rl > max 1LY VAWl Yy, wi) (@)
€
RN+ B2 > 1(Y2 Y, VAW WU, Y, ), (®)
the Wyner-Ziv condition on the quantizations of leel
I (?5§Y2|W[11;2]U2) < I(W3; Y3|V3)
. I(YsYEYV3IVEWL 5 Upay),  if n(3) =1, ()
I(Y3YTWE Y3 V3W( 5 Upg),  otherwise
and the broadcast conditions
R} < min I(Wi; Y1V, Wa) (10)
RY < I(W7P:Y12|W} ). (11)
The supremum in (2) is taken over all joint pdf
p(u[1;3] Vlavv[l1 2]557[11 2]7 [12] W;}A’%’}’[u]) = p(u[l;B])
(v, W v w wh v )p(va[132),wy) (12)
P(F3lya, vz, wa, Wi)p(y1, y2, yalus, wi, wy)
with
p(upz) = p(u) [Th_g pluklur—1)  (13)
1;2]
p(vi, W) = p(wilwhp(wilvhp(vl)  (14)
p(v2[1;2], w3) = p(w3|v3)p(vi|va)p(vy)  (15)
p( |y17ulvwlvv2) ( |y1,111,W17V%) (16)
. . -p(y1|y1,u_1,w1,vg).
Proof. Outlined in the Appendix. |

D. Further problems

Consider the case that the relay nodes and destination
clustered intoL + 1 disjoint setsR;, | € [1;L + 1], with

Ri.1 = {d}. For the sake of simplicity we considered in thé!3]

previous discussion thdtR;|| = 1 and N = L. Nevertheless,
the extension td|R|| > 1 and L < N is straightforward but
involves additional considerations. Assume for instarfea t

each relay node per level is concurrently transmitting i ¢!

access channel between each level set [17, Ch. 14.3], but the
actual protocol design does not change. Another problem to
be considered is the half-duplex constraint which implhest t
each relay node is only able to either transmit or receive on
the same time-frequency resource [18], [19]. Among others
[20], [21] present a possible extension|iR,| > 1 where the
relay nodes alternately transmit. Note, each transmitiitogip
within one R;, can consists of more than one node which
combines the problems of the multiple access channel and the
half-duplex constraint. Obviously, these problems coogté

the analysis but do not affect the basic proposal.

IV. CONCLUSION

In this work we presented a generalization of the mixed
partial decode-and-forward protocol to a multi-level saém
This generalization faces two problems: the successiveerefi
ment problem and the broadcast channel problem. Known
solutions to these problems are applied to show achievable
rates for the case of two levels. Furthermore, a brief oatlin
considered additional problems |fRy|| > 1 and if the
half-duplex constraint is applied. Further work will indie
the application to wireless models, e.g., the Gaussiary rela
channel and fading channels, as well as the application to
certain coding schemes which are more practical to use.
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randomly and uniformly assigning each of the indices
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Relay level 2 further defines the set$3(s3), s3 €

[1;2”R§], by randomly and uniformly assigning each

index ¢2 to one of these sets.

« To implement the described successive refinement prob-
lem with side information relay level randomly and
uniformly aSS|gns each indext, k& € [1;2], to one of
the setsZF(2k), 2 € [1;2755]. In the same way level
randomly and umformly assigns each indexto one of
the setsZ}(zd), 24 € [1;273],

b) Encoding: Let the source transmit in block the
messages; (i ), uz(q?|q}) and u3(ql?;|ql[71‘2]). Further assume
that the decoding in the previous two blocks was error free at

APPENDIX

This appendix gives an outline for the proof of the achiev-
able rates given in Theorem 1. We describe in the following a
random coding scheme, the encoding as well as the decoding
procedure forN = 2. The proof relies on the definition of
strongly typical sets4:™ which is for instance given in [17,
Ch. 13.6]. A more detailed proof of the probability of error
in B blocks follows standard arguments which are extensively
used in previous work, e.g., [3], [5].

a) Random Coding: At first we describe the random
codes wherex(i) ~ p(x) denotes that the-length sequences
x(i) are drawn i.i.d. according tp(x) = [];_, p(x;) where
x; denotes thg-th element of then-length sequence. The
source generates the followinglength sequences:

NG 1 .onR;
wi(g) ~ plun).g” € [1’3 ) 2 both relay nodes and the destination. Now let
uz(e” 1‘(]2) pluzlm (g ))71(1 63[1;2 1]1;3 « gy € 511(5%,6), Si,bﬂ € SQl(S%b) andq? , € S%(s%)b),
us(q’a"#) © p(uslua(a®lq")), ¢* € [152774). erl, € Zl(z,) 12, € 22(:2,) andrl, ) €
1,6—1 1(Z1p) T1p—1 1(Z1 2,b—2

Note that the Markov chaiiU; <~ U, < Ujs is again not Zé(z%,b)-

a necessary condition but a simplification of the followinyVe rigorously define in the sequel how these indices are
derivations. Relay level generates the following:-length obtained. Usmg these indices, leveltransmits the message
sequences wi(2? |21 . 51 ,) and the second levet} (=5 ,[sh ).

R c) Decoding: The decoding athe first relay level is
vi(st) ~p(vi), s1 € [1;2 Rl]’ done 2’:15 foIIowsg ’ !
1 . né%
wi(z1]s1) ~ (W;|V 1(51)), w 2[1’2 ]’RQ « Using the channel output in blodk i. e. ,y1(D), the relay
wi(zi s, wi) ~ p(w 1|W1(z1|31)) wi € [1;2"7]. decodesu; (¢;) given wi(z7 b|z1 b 51 ») and v (s »)

Furthermore, leve? generates

n n 1
vi(s5) & p(vh), s € [1;270a),
n 2
v3(s3]s3) ~ p(v3|vi(sy)), s € [1;2"%2],
1;2 nfl
wh(za[sh ) & p(wh|va(s2]sh)), wi € [152Fe].

To implement the previously described successive refinemen

both relay levels need to generate

1(r1la’ssfyg), 21) ~ p(Filuila'), wilz1]s1), va(ss), )

( 1‘q[12 (Yz‘u2(q \q )s W1(21|51)7
:2]

W2 Z2‘S[1 )y)

p(§al91(rild’ 75[11;2]@'%);

ul(q1)7W%(ZNS%),V%(S%)),

[1 2] 85,2 Zp; 2])

??(Tﬂr%: q17 S[11;2]a Z%) ~

(obtained by knowing! bo1)- ObV|oust this can be done
almost error free iffn is sufficiently large and

Ry <1 (Uy;Y4|V3, WE). (17)

o Knowing sf; o ;. 21 4, g it selectsr!'i such that

(Y1(b)7}7% (T%,b‘sé,ba Si,bv Z%,bv qg) ,Vé (S%b) )
wilztplsty)ow (a3)) € A
and
V% (S%b) )

91 (T%,b|5§,bazf,baq;) aW%(Zi,b|5i,b)vu1 (q;)) € A:(n)

(Y1 (b)? }A’% (rib|7€,b7 8%,b7 8%,b7 z%,bv q;) )



which is possible iffn is sufficiently large and

AL >1 (Vv Ve WUy ) (18)

AfSI(VEVaVEWLU). a9)

Relay level 2 does the following decoding steps:

« Using the channel outputy2(b) the node decodes
vl(sib), W%<Zib|si,b) and if 0;(2) = 2 also
wi (27|21, 51,) given W%,b('ZZl,b‘S[Zl.f])- This can be
done almost error free iff, is sufficiently large and

RY < I (V1 Yo[W)), (20)
R} < T (W1;Ya|Vi, W)) (21)
R2<T (W%;Yﬂw[lm]) ifo(2)=2 (22

« Knowing vi(sy,) the relay now decodes (g, ;) al-

most error free given?*®) (szb(f)l szb(f)fl, 514_1) and
w3 (2351 s52 ) (both are known from the last decoding
step) iff n is sufficiently large and

R < R' 41 (Ul;Y2|Wf1(2),W§) . (@3)

« We know that each| , , satisfying

(Y2(b - 1),5’% (f%,bfﬂsé,bfb3%,671713%,177141171) )

1/.1 1 $1(2) ( #1(2) ) #1(2)-1 _1
Wl(zl,b—1|517b—1)7wl (21,1571 21,0—1 $S1,6-1)

1;2
vh(sh 1) (ah-1), whooa (2 lsHET L) ) € AX)

(24)
could be the correct index. Therefore, we define the set
Loy, (y2(b—1)) = {71,y : 71, Satisfies (24)
and select one index using , iff
37@%,1;71 : f%,bq = Z%(Z%b) N £2,r},b71 (y2(b—1)).

This decoding step is successful, i.e}, | =i, |,

iff n is sufficiently large and

I(Y2WHYHWIVIUL)  if ¢1(2) =1,

I(Y,WIW2, YHWIVIU,) otherwise
(25)

If 01(2) = 2, the relay can decode in a similar wa/, ,

iff n is sufficiently large and

A2 < I(YoWiW2 V2 |WIVIUY) + R + R2.

Al <R}+{

(26)

« Now the relay uses this quantization to decage, iff
n is sufficiently large and

R <1T (UQ;YQ,?‘f1<2>|w[11;2],w<f1(2),v;,Ul) . (@7

« In the same way as described for (18)-(19) the second

level finds the index;, , for quantizationy; iff n is
sufficiently large and

Finally, the destination does the following decoding steps
« Atfirst the destination decodeg (s ,), v5(s3 ,|s3 ;) and

wi(z3 s 57) iff n is sufficiently large and
Ry <I(V3;Ya), (29)
RS < I(V3;Y5[V3), (30)
Ry < T (W3Ys[V3). (31)

Knowing s; , the destination then decodeg(s ,_,) iff
n is sufficiently large and

Ry <1 (Vi;Y3|W3) + Rj. (32)

Using sib_l and the already in block—2 decoded relay
messages it can decode(q;_,) iff n is sufficiently large
and

RE< 1 (U5 Ys[W® Wh) + R (33)

« In the same way as shown in the description of (25)

and (26) the destination at first determina]s7b_1 and
if 01(2) =d alsoz7,_, iff n is sufficiently large and

(34)
(39)

Ry < I(Wi;Ys|V], W3)
B < 1 (W3 Y3 W} ) i 0,(2) = d.

Using these indices the destination determines the indices
Y y_o0 k € [L;¢1(d)], iff nis sufficiently large and

. I(YsW3 YHWIVIU if ¢1(d) =1,
SRR S A S
I(YsW3W3; Y[ [W;V53U;) otherwise
(36)
and ifo1(2) =d

A? < I(YsWiW2 Y2 WIVIUY) + RY + B2, (37)

Now the destination uses this quantization and the index
53, to decodeus(q;_,|g;_,) which is almost error free
iff n is sufficiently large and

R<T (UQ;Y37Yf1<3)\w[11;2],wfl<3>,Vé,Ul) +R2.
(38)
As shown in the description of (25) and (26) the destina-
tion determines the index} , ., almost error free iffn
is sufficiently large and

Ay < Ry +1(Ys, Y1;Y3VE, Wiy, Upnay)  (39)
if $1(3) =1 and otherwise

Ay < Ry +1(Ys, Y3, W YV3|V3, Wi, Upy). (40)
Finally the destination uses the quantizations of bothyrela

levels to decodei; (qffﬂqfﬂ) which is almost error

free iff n is sufficiently large and

Rg <I (U3;Y37?f1(3)7YA'%|U[1;2],W[11;2],Wf1(3)7\/%) :
(41)

Using standard manipulations it is easy to show that (1I)-(4

A>T (Yg;?§|W[11;2],U2) . (28) determine the achievable rates stated in Theorem 1.



