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Abstract—This paper studies the link level performance of
orthogonal frequency division multiplexing (OFDM) and four
other advanced waveforms, namely, filtered OFDM (F-OFDM),
universal-filtered OFDM (UF-OFDM), filter bank multicar-
rier (FBMC) and generalized frequency division multiplex-
ing (GFDM). Compared to OFDM, the two filtered variants
achieve lower out-of-band (OOB) emissions and can mostly
preserve the conventional OFDM-based transceiver design. For
the latter two non-orthogonal waveforms, this paper proposes a
low complexity implementation of minimum mean square error
equalization to jointly tackle the channel and waveform-induced
interference. On this basis, the benefits of FBMC and GFDM
can be exploited with complexity comparable to the former
(quasi-)orthogonal waveforms. The observed benefits include
lower peak-to-average power ratio (PAPR) and smaller frame
error rate (FER) under challenging doubly dispersive multiple-
input multiple-output (MIMO) fading channels. Additionally,
linear filtering of FBMC offers an ultra-low OOB emission, while
a good compromise in the usage of time and frequency resources
can be achieved by circular filtering of GFDM. In the comparison
of offset quadrature amplitude modulation (OQAM) versus QAM
for non-orthogonal waveforms, OQAM can offer lower PAPR,
while smaller FERs can be achieved by QAM in rich multipath
fading channels.

Index Terms— 5G, orthogonal and non-orthogonal waveforms,
link level performance, MMSE equalization, MIMO.

I. INTRODUCTION

OR next generation communications systems, there is no

doubt that providing higher data rates is one design goal.
Beyond that, we are facing new requests [1]. For instance,
Internet of things (IoT) requires wireless connection of tens
of billions of devices, relying on simple signal processing
and asynchronous multiple access. The whole idea of Tactile
Internet [2] demands an ultra-low latency and/or ultra-high
reliability. Areas with low population density are the final
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frontier for mobile communication. We shall provide an eco-
nomically feasible wireless regional area network (WRAN)
operation mode to deliver the service [3]. In order to serve
all these diverse applications, the waveform adopted by the
physical layer (PHY) plays an important role.

In the last decade, orthogonal frequency division
multiplexing (OFDM) has evolved as a popular multicarrier
scheme in different standards, including 3GPP LTE and WiFi
families. Its orthogonality in the ideal situation permits one-
tap frequency domain equalization under multipath fading
channels and enables straightforward compatibility with
multiple-input multiple-output (MIMO) techniques. However,
with new and even more stringent requirements, OFDM faces
its limitations, such as sensitivity to time-frequency misalign-
ments, high out-of-band (OOB) emission, limited flexibility
and high peak-to-average power ratio (PAPR) [4], [5].
To overcome these limitations, advanced alternatives have
been intensively investigated in recent years, e.g., [6].

One group of proposals aims to improve OFDM while
mostly keeping its orthogonality. Filtered OFDM (F-OFDM)
[7] filters a set of contiguous subcarriers that form a
subband and uses a cyclic prefix (CP) to avoid inter-
symbol interference (ISI) introduced by the multipath channel.
However, its filter tail spreads outside the duration of each
OFDM block, which, without a sufficiently long CP, intro-
duces inter-block interference (IBI).! To alleviate IBI, we
can widen the bandwidth of the filter to shorten its impulse
response in the time domain. This is equivalent to inserting
one or several guard tones (GTs) between adjacent subbands.
In universal-filtered OFDM (UF-OFDM), linear filtering is
analogously applied on top of the subband [8]. To limit the
potential IBI, it chooses shorter filters and switches from CP to
zero padding (ZP) for accommodating the filter tail. However,
shorter filter results in an inferior OOB emission performance.
The high PAPR remains as a common problem for them.

Another group of waveforms, e.g., filter bank multicarrier
(FBMC) [9] and generalized frequency division multiplexing
(GFDM) [10], completely discards the orthogonality require-
ment of OFDM to achieve better temporal and spectral char-
acteristics. Their common parts include: 1) filtering on a
subcarrier basis, 2) permission of more than one data symbol
per subcarrier, and 3) being subject to ISI and inter-carrier

n this paper, one OFDM block in the discrete-time model consists of
K samples plus the number of samples in the CP, where K is the total
number of subcarriers. On this basis, we can distinguish the interference
among symbols within one block, i.e., ISI, from that cross the blocks,
i.e., IBL. The same definition applies for the other waveforms.
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interference (ICI) arising from their non-orthogonality. With
respect to 3), some works in the literature have suggested the
adoption of offset quadrature amplitude modulation (OQAM)
instead of QAM to achieve orthogonality in the real domain.
However, complex-valued multipath channels can easily break
such orthogonality, thereby the receiver still has to handle
the ISI and ICI. The two waveforms also have several dis-
tinct features. FBMC adopts linear filtering to significantly
reduce OOB emission for the sake of spectral efficiency and
robustness against synchronization errors [9], [11]. On the
other hand, the long filter length makes it more suitable
for continuous rather than burst transmission, considering the
usage efficiency of time resources. FBMC does not use a
CP and can rely on the soft transition of its filter tail to
combat multipath fading. In GFDM, a unique feature initially
adopted by it is circular filtering. This ensures a block-based
waveform with no filter tails, but at the cost of an increased
OOB emission. GFDM does use a CP, but a single one
can protect multiple data symbols for the sake of temporal
efficiency.

Due to the self-introduced interference, non-orthogonal
waveforms often require much increased receiver complexity,
e.g., [12]-[14] and references therein. This situation even
becomes more challenging in a MIMO system due to the
additional inter-antenna interference (IAI). In this paper, we
contribute an innovative way to perform minimum mean
squared error (MMSE) equalization such that TAI, ISI and
ICI can be jointly tackled with complexity in the same
polynomial order as that of (quasi-)orthogonal waveforms.

The second main contribution of this paper is to study
the link level performance of the above mentioned
waveforms, including OOB emission, PAPR and coded frame
error rate (FER) achieved by the linear MMSE receiver.
Challenging channel conditions in terms of large delay spread
and time-varying fading with imperfect synchronization and
channel estimation are of particular interest. In the literature,
several prior works aiming at waveform comparison are avail-
able. In [5], the authors conceptually suggested the applica-
ble scenarios of OQAM-FBMC, filtered OFDM (F-OFDM),
UF-OFDM and GFDM without performance evaluation.
In [11], the authors mainly analyzed the robustness of
waveforms under time- and frequency- misalignment and
multi-user interference. The work in [15] addressed different
techniques for reducing OOB emission in particular. The
spectral efficiency of FBMC, OFDM and single-carrier fre-
quency division multiple access (SC-FDMA) systems were
compared in [4], where other waveform candidates and imper-
fect channel state information (CSI) were not considered.
The authors of [16] compared performance of F-OFDM,
UF-OFDM and OQAM-FBMC only under slow fading and
nearly flat channels. In [17], the authors compared the PAPR
and FER of OQAM-FBMC, GFDM, OFDM and SC-FDMA
in the context of large-scale MIMO systems. However, equal-
ization for different waveforms were not conducted under
the same criterion and F-OFDM and UF-OFDM were not
included. Even though a significant effort has been spent on
waveform comparison, this is the first work, to our best knowl-
edge, that provides comparison among all above mentioned
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waveforms in terms of OOB emission, PAPR and coded FER
under realistic channel assumptions.

The remainder of this paper is organized as follows:
Section II briefly describes each waveform, analyzes the
modulation complexity, and compares the usage of time and
frequency resources. Section III introduces the channel model
and receiver design, mainly focusing on the derivation of a
low complexity MMSE equalization scheme that can jointly
resolve IAI, ICI and ISI for non-orthogonal waveforms using
both QAM and OQAM. Section IV evaluates and compares
the performance of the waveforms. Finally, conclusion and
remarks are presented in Section V.

Notations: The letter j denotes «/—1 and Iy represents the
identity matrix of dimension N. 1y v stands for an all-ones
matrix of dimension U x V. The cardinality of a discrete set X
is denoted as |X|. I, N I, 1 denotes the joint set of two sets I,
and 1,41, while the relative complement of I, in I,4+] can be
written as 1,1\ L. The operation (a),, represents a modulo n.
The distribution of a proper Gaussian random vector x with
mean g and covariance matrix X is written as CAL(X; @, X).
The nth entry of x is denoted as [x], and [X], , is the
(n, m)th entry of the matrix X. [x]; is a subvector whose
entries have indices belonging to the index set 1. We denote
the conjugate, transpose and conjugate transpose as (-)*, (-)T
and (-)H, respectively. The Kronecker and Hadamard product
of two matrices are denoted by ® and o, respectively.

II. WAVEFORM DESCRIPTION

Consider a spatial multiplexing MIMO system equipped
with N; transmit and N; receive antennas. Following bit-
interleaved coded modulation, the message is coded, inter-
leaved and mapped to a sequence of data symbols belonging
to a given constellation set X. This section introduces the
waveforms that convey the data symbol sequence for further
transmission over the air. To avoid over-complicated notations,
we reuse variables that share the same meaning but possibly
with different configurations for the waveforms. For instance,
K represents the number of subcarriers, but it may have
different values depending on the subcarrier spacing defined by
each waveform. Under the same total bandwidth constraint, the
signal in different waveforms will be presented in a discrete-
time model obtained at the same sampling rate.

A. OFDM and Its Two Filtered Variants

Starting from OFDM, we assume that a set X C
{_|-ka1-" e LKT*IJ} of contiguous subcarriers out of the
total K subcarriers is formed as a subband for data
transmission.? To transmit the complete data symbol sequence,
we need Ng OFDM blocks to form a frame. The discrete-time
model of the sth OFDM block transmitted via the n:th antenna
is given as

o = Xl 50
kex

K+Leplnl,

for n=0,1,...,K —1, (1)

2In this paper, we mainly consider contiguous subcarrier allocation and the
elements in X are sorted in an ascending order.
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Fig. 1. Tllustration of circular filtering in GFDM and its time-frequency grid.
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Circular filter g[n] is set to be a periodic RC function with roll-off factor & = 0.5 and applied for the GFDM block with M = 5. With three

consecutive subcarriers, the frequency domain expression of the signal is expressed in terms of the N-point DFT G[v] of g[n].

where dy[lf,]k € X is the data symbol carried by the kth subcar-
rier; K equals K plus the CP length L¢p and the windowing
function QK+ch[n] yields 1 for any n € [0, K + L¢p — 1],
otherwise it yields zero. The concatenation of such Ny OFDM
blocks yields one frame

Ng—1

Xp [n] = Z xSl —sK], n=0,1,...,NNK —1. (2)
On the basis of (2), F-OFDM applies a linear filter f[n]
with length L; to limit the energy leakage outside the given

subband. In equation, we have

Ny—1
an(n ch—sK) ~
Xplnl = | > Zd[s Qi 4 Lg[n —5K]
s=0 kex
- 2wken
* [f[n] 3 ] )
for n = 0, 1,...,NSI€ + L¢ — 2, where k. is the center

frequency of the subband normalized by the sampling rate.
By having different configurations of L., and K, the above
expression is also usable for describing UF-OFDM. Since
UF-OFDM uses ZP instead of CP, L, becomes zero and
K equals K + L5, where L, is the number of zeros
appended to the block tail. Aiming at the same block duration,
L, is set to equal L¢p by default in this paper. Another
key difference between F-OFDM and UF-OFDM lies in the
choice of f[rn]. Hanning windowed sinc-function is sug-
gested for F-OFDM [18], while UF-OFDM typically adopts a
Dolph-Chebyshev filter [19]. The typical length of the former
is K/2 + 1 but its most energy is contained by L., samples.
The latter is chosen to be confined within the duration of ZP,
thereby being more compact than the former. The good
frequency localization of both filters is usable for limiting
the OOB emission, but linear filtering also introduces IBI,
particularly in combination with a highly frequency-selective
fading channel. For more details on F- and UF-OFDM, we
refer the readers to [7], [18], [20].

B. GFDM

GFDM is a non-orthogonal multicarrier waveform. Each
subcarrier can carry M data symbols that are temporally
equally spaced and circularly filtered by a filter g[n], see
Fig. 1(a). Fig. 1(b) illustrates one GFDM block in the time-
frequency grid. In equation, the sth GFDM block can be
written as

Bl = 35 dbl el — K — L 1o
ke X m=0
XQN4Le, 1] 4
for n = 0,1,...,N + L, — 1, where N equals MK,
and dlgskm € X is the mth data symbol that is on the

kth subcarrier and via the transmit antenna n;. Assume Nj
such GFDM blocks are needed to convey the complete data
symbol sequence, yielding one GFDM frame

Ns—1
xnnl= D" xpl[n—sN = sLepl 5)
s=0
forn=0,1,..., Ns(N 4 L¢p) — 1.

For later use, here we also examine the frequency domain
expression of each GFDM block. In the literature, e.g., [10], a
typical choice of g[n] is the periodic raised cosine (RC) filter
with a given roll-off factor a, see Fig. 2. Let us denote the
N-point DFT of g[n] as G[v] forv =0,1,..., N — 1. The
N-point DFT of x[S][n] after CP removal can be written as

1
xEl) = > Gl —kM)N]DS oy
kex
forv=0,1,...,N—1, (6)
where D[ k. 18 effectively the uth harmonic of the M data

symbols carrled by the subcarrier k

[s] —j2zmu 27rmu
Z d 0.k, m€ ’

foru=20,1,...

ntku
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From (6) and also as illustrated in Fig. 2, an alterna-
tive view of GFDM modulation can be a process of:
1) M-point DFT spreading for the M data symbols per
subcarrier, 2) repeatedly modulating the M harmonics onto
the N frequency bins and 3) weighting them by the window
G[v] with appropriate circular shifts to ensure their correct
positions in the spectrum. If the window G[v] is rectangular
with M non-zero coefficients, X,[f[][v] is equivalent to DFT
spreading OFDM (DFT-s-OFDM). DFT spreading introduces
ISI and a non-rectangular window G[v] with more than M
non-zero coefficients retains ICI. We shall note that interfer-
ence, different to background noise, carries data information.
Through the ISI and ICI of GFDM, the information of each
data symbol is effectively contained by more than M frequency
domain observations. This offers an opportunity to exploit the
frequency selectivity of the multipath fading channel for data
transmission.

C. FBMC

In this part, we introduce FBMC with the use of OQAM,
which is a common combination suggested in the literature.
By further linking FBMC with GFDM, we can reach to
an alternative expression in terms of OQAM-GFDM. In a
general sense, such a link enables the mutual use of techniques
respectively developed for GFDM and FBMC.

Formally, one OQAM-FBMC block, that consists
of K subcarriers and uses the filter of length L¢ to
respectively carry the real and imaginary parts of a complex-
valued data symbol dy x,m = are, 4 jd}i‘:’k,m € X with the

ne,k,m
time spacing of K /2 samples, can be expressed as

M-1 _
IO ID I

ke X m=0
x{dRe f 1n = mK)+ i, f In—mK = K21} ®)

forn = 0,1,..., MK — K/2 4+ L¢ — 1. In this paper, we
choose the PHYDYAS filter [9] of length Ly = 4K and
it is centered at Lg/2. Considering such a long filter, one
FBMC block per frame is a sensible choice for an efficient
use of time resources. Then, the block expression in (8) also
represents the frame, thereby omitting the superscript block
index ()"]. If switching to a QAM scheme, dR®, | and d)™,
in (8) shall be respectively replaced by dj k,» and 0, and
also j* is negligible. More details about FBMC can be found
in [9], [21] and references therein.

Next, aiming at the connection between FBMC and GFDM,
let us recall the circular filtering of GFDM as illustrated in
Fig. 1(b). Arbitrarily picking one wave, the other (M — 1)
waves can be generated via circular shifts by integer multiples
of K samples. In the context of GFDM, the overall M waves
are used for data transmission. With respect to the solid waves
in the middle, their energy is consecutively confined within
4K out of the overall MK samples. Given this view, they
can also be interpreted as the outcomes of linear filtering
with equal temporal shifts. Under this identification, we can
effectively realize linear filtering of FBMC by GFDM through:
1) choosing a time limited filter, e.g., the first solid wave
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peaked at n = 2K of Fig. 1(b); 2) zero padding to reach
the same length as the block; 3) circularly shifting it to form
the equally temporally spaced waves; and 4) turning off those
that exhibit the tail biting effect due to circular filtering,
e.g., dashed waves in Fig. 1(b). Practicing this general concept
for OQAM-FBMC given in (8), we shall start from appending
zeros to the tail of the PHYDYAS filter f[n] of length 4K
such that the filter length equals N = M+ 4)K, which
is the smallest integer multiple of K that is greater than
the block length MK + %K . Here, due to the K /2-sample
shift introduced by OQAM, the filter after zero padding is
K /2 samples longer than the initial block length to achieve
an integer multiple of K. On this basis, we circularly shift the
zero-padded filter by 2K samples towards left to construct a
circular filter g[n] of length N and peaked at the zero point,
analogous to the first dashed green wave in Fig. 1(b). In terms
of g[n], the combination of OQAM with GFDM yields the
following alternative expression of (8)

in[[n]
M*l an(nfoz_l
= kel — & g[(n—mK) 5
J e S ant,k,ng[(n m >N]
ke X m=0
. - K
+jan k2m+18 [{n —mK — — )
25

with M = M + 4 and the new real-valued symbol sequences
an, k,m are defined as

{ Ane,k,2m = 0

mef{0,1,M—2,M—1)}
Ang k2m+1 = 0

R
{a”“"’”" = dckm—2 m=2,....M—3. (10)

I
Ane k2m+1 = dnrlr’lk’m,Q

In above, the first and last two real-valued symbols are set
to zero for avoiding the tail biting effect of circular filtering,
and also the CP of GFDM is omitted. Compared to (8), we
can also interpret (9) as the outcome of letting FBMC adopt
circular filtering, e.g., [22], [23].

Performing N—point DFT of x,,[n] forn =0,1,..., N-1,
the outcome is
Xl =3 Gy - wk) Je i F 5 ha
ne = 7 ne,k,u=(v), ;>
kex
(11)

where G[v]~is the N—point DFT of g[n] and Ay, k., for u =
0,1,...,2M — 1 is given as

j277.' 2mu

M—1
Ant,k,u = z ant,k,Zme_ M
m=0

j277.' @m+1)u

+ (=¥ jan komrre” W, (12)

Analogous to (6), the data symbols are not directly modu-
lated onto the frequency bin v. Before that, they are pre-
coded by means of DFT and then weighted by the window
G[v] with appropriate shifts. It is important to note that
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TABLE I
FRAME PARAMETERIZATION AND MODULATION COMPLEXITY

* The parameters, i.e., K, IC, T', Ns, M and Lcp, are given to derive the configuration of each waveform based on the relation indicated in the table.
* For OFDM, Ly equals zero. For FBMC, the PHYDYAS filter has length of Ly = 4K [9]. For UF-OFDM, L, is set to equal Lcp.
* Low-complexity implementations for UF-OFDM, GFDM and OQAM-FBMC are given in [19], [25], [26], respectively.

* O(1) represents the arithmetic complexity per multiplication.

Waveform Nr. dat. symbs | Nr. blks | Nr. subcar. Nr. act. subcar. Sub_car. Sampling Frame length Arithmetic complexity
per subcar. per frame per blk. spacing. rate per data symb.
K+Lecp)Ns+Lg—1
(F/UF-)OFDM - A K K| 1/T KT Wtk Betbely | 0 (K log K + 2Lt
GFDM-I N 1 K K| 1T KT (Ns + Eeeyr O (& log K + XM
FBMC-I Ne 1 K K| 1T K/T (Ns+ DT o) (ﬁ log K + %)
GFDM-II M Ne K/M K|/ M M/T K/T (Bt Lep)Ne o (‘ K log(K /M) + KM )
FBMC-II NeM 1 K/M K|/ M M/T K/T (N + 52)T o (m log(K /M) + m)

{an, k. 2m> An k,2m+1} In (12) are real-valued. Their ZM—point
DFTs have the following property

= A*

nd A .
and ne,k,2M—u

Anl,k,u = A*

nl,k,ﬂ;lfu (13)

nt,k,u+M
for any u € {0, 1, .. .,M — 1}. Taking u = 2 as an example,
Ap ku=2 Will be contained in )N(nt [v] with (v),; = 2 and
)?j;t [v] with (v), 7 = M —2. Since the filter shall have a good
frequency localization, the main span of the window G[v] is
typically smaller than 2M, i.e., ICI only from the adjacent
subcarriers. This implies after windowing A, .= will be
maximumly conveyed by two frequency bins with spacing
M — 4. Among all feasible values of u, the maximum spacing
is M and it is attained by ¥ = 0. In contrast, for any u,
QAM-GFDM as given in (6) always modulates {Dj, k ,} onto
the frequency bins with equal spacing M. Therefore, when
M and M have comparable values and the spectral spacing
between frequency bins is similar, we expect QAM superior
to OQAM in terms of exploiting the frequency selectivity of
the multipath channel for data transmission.

D. Short Summary

To conclude this section, Table I lists the parameters relevant
to individual waveforms. Specifically, the configuration of the
baseline CP-OFDM is characterized by: the number K of
subcarriers, the duration 7' (in a time unit) of one OFDM
block without CP, the CP length L¢p, the set & of active
subcarriers and the number Ng of CP-OFDM blocks per frame.
In terms of the listed parameters, the configurations of the
other waveforms are derived under the constraint that each
frame uses the same bandwidth and carries the same number of
data symbols.> Since GFDM and FBMC have one additional
degree of freedom in time, two representative configurations
for them are considered here. For the type-I configuration,
we configure them to have the same number of subcarriers
and subcarrier spacing as the baseline OFDM. In the time
domain, each subcarrier carries Ny data symbols with equal
temporal spacing T, yielding one block per frame. The type-II
configuration increases the subcarrier spacing by M times.
Under the constraint of identical spectrum, the total number of

3Due to different choices of filter, it is difficult to achieve the same frame
duration without violating the bandwidth constraint. Considering the strict
regulation on the spectrum, identical bandwidth is our primary constraint.

subcarriers and also the active ones are accordingly reduced by
M times. As GFDM is a block-based waveform, we let each
GFDM-II block carry M data symbols per subcarrier and use
N; GFDM-II blocks to form a frame. In this case, GFDM-II
and the baseline OFDM have the same block length and carry
the same number of data symbols per block. For FBMC-II,
we still keep one block per frame for the sake of temporal
efficiency, implying NgM data symbols per subcarrier.

Based on the above configurations, we can calculate the
frame length of each waveform. Circular filtering of GFDM
makes it more compact in time. One CP to protect Nj
data symbols per subcarrier in the type-I case yields the
shortest frame length among the waveforms. GFDM-II and the
baseline OFDM have the second shortest frame length. Due
to linear rather than circular filtering, F-OFDM, UF-OFDM
and especially FBMC all require additional time resource to
accommodate the filter tail. Regarding the arithmetic com-
plexity of modulating each waveform, the minimum one is
achieved by the baseline OFDM and it arises from the K -point
DFT operation, i.e., 0(% log K') per data symbol. The other
waveforms also need such DFT operations plus additional
ones due to filtering.

III. CHANNEL MODEL AND RECEIVER DESIGN

Consider a multipath Rayleigh fading MIMO channel. Even
though real channels are continuously time-varying, it is a
common practice for the receiver to assume that the channel
impulse response (CIR) remains constant during the trans-
mission of each block. This assumption is also the premise
for CP-OFDM being orthogonal after transmitting through the
channel. Therefore, we ignore the time-varying nature of the
CIR in this part for the receiver design. However, continuously
time-varying channel models will be used for performance
evaluation in Section IV.

With respect to the channel between the transceiver antenna
pair (n, n;), the discrete-time model of its CIR, consisting
of Ly delay paths, is expressed as

Ly—1

Z hy nr,m&[n — 0],

where h, .., is the channel coefficient of the path v and
O[] is the Kronecker delta function. Transmitting the signal

(14)

nr,nt [n] =
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xp [n] over such channel, the observation r, [n] at the receive
antenna n, is expressed as
N
P[] = D X [n] % by 0] + W [n],

ne=1

15)

where the spatially and temporally white proper Gaussian
noise w, [n] has zero mean and variance Np. In order
to recover the transmitted message based on ry, [n], the
main functional units of baseband signal processing include
synchronization/channel estimation, equalization/detection and
decoding. In the data-aided context, the synchronization and
channel estimation algorithms based on the use of pre-/mid-
/post-ambles, e.g., in WiFi families and LTE uplink, can
be versatile to the waveforms. Switching to the pilot-based
cases such as in the LTE downlink, the non-orthogonal
waveforms will face the situation that the pilot observations
are polluted by the unknown data symbols. This challenges
the design of synchronization and channel estimation. One
potential solution is to pre-cancel the interaction between data
and pilot symbols already at the transmitter. On this basis,
the receiver can again resort to the clean pilot observations
for synchronization and channel estimation, analogous to the
orthogonal case. Equipped with the synchronized received
signal and channel estimates, the subsequent step is coherent
equalization and detection. Namely, the equalizer treats the
discrete data symbols as continuous random variables and
estimates them given the received signals by following certain
criterion.* Based on the estimates of the data symbols plus
their estimated error variances attained by the equalizer, a soft
detector commonly resorts to a Gaussian model and bases on
the modulation rule to generate the soft information for each
code bit, e.g., [26]. The final decoding unit depends on the
adopted coding scheme.

From the above brief overview of the receiver, we notice
that the equalization unit is inevitably waveform-dependent.
Therefore, we focus on its design in this section and leave
its performance evaluation in combination with the other
functional units to the next section. Specifically, we follow the
MMSE criterion to jointly resolve the channel- and waveform-
induced (if present) interference. Since they are coupled
together in the received signals, such joint equalization is
expected to outperform those that handle the interference from
the channel and waveform in two separated and non-interactive
steps. Furthermore, the presented derivation of MMSE equal-
ization assumes the output of the synchronization and channel
estimation unit is perfect. In practice, any mismatch due to the
synchronization and channel estimation errors can be treated
as an additional noise that distorts data transmission.

The ensuing part starts from OFDM and its two variants.
For them, the IAI from the MIMO channel is the main concern
of the MMSE equalizer. Proceeding to the non-orthogonal
GFDM and FBMC, our contribution is a low complexity

Mt is possible to skip equalization and directly perform detection, which
means a mapping from the received samples to a sequence of points in the dis-
crete constellation set. However, the required complexity grows exponentially
with the number of data streams in superimposition. Therefore, equalization
is often needed to first separate the data streams before considering the
constellation constraint.
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implementation of MMSE equalization to jointly tackle not
only the IAI, but also the ISI and ICI caused by the waveform.

A. MMSE Egqualization for OFDM

When the CP of each OFDM block is longer than the
maximum delay length Ly, of the channel, it fulfills two roles:
1) to preserve the orthogonality and 2) to prevent IBI after
transmission over the multipath fading channel. Ignoring the
initial L, received samples of each block, linear convolu-
tion with the CIR as given in (15) becomes equivalent to
circular convolution with respect to individual OFDM blocks
without CPs. Circular convolution in the time domain boils
down to multiplication in the DFT domain, permitting fre-
quency domain MMSE equalization to resolve the IAI on
a subcarrier basis. Since the derivation is straightforward by
following [27, Theorem 12.1], here we skip the details. One
remark is worth noting. MMSE equalization is conditionally
biased towards the a-priori distribution of data symbols, which
are typically modeled as Gaussians with zero mean and
variance equal to the energy per data symbol denoted as E.
Such bias needs to be compensated before detection. This
requires not only the MMSE estimates of the data symbols
but also the error variances [26].

B. MMSE Equalization for F-OFDM

Comparing to OFDM, F-OFDM has one additional filtering
at the transmitter. One direct solution is to consider the
filter f[n] as a part of the channel. However, with the filter
suggested for F-OFDM, the filtered response of a highly
frequency-selective channel can have length much longer
than CP. The resulting IBI will then compromise the perfor-
mance of any block-based equalization schemes, particularly
at high signal-to-noise ratios (SNRs). To tackle this issue,
the authors of [18] suggested matched filtering f*[—n] at the
receiver followed by block-based MMSE equalization of the
conventional CP-OFDM, which uses f[n]*hy,, » [n]* f*[—n]
as the effective CIR. The rationale behind this design can
be understood by viewing the received F-OFDM signal as
the outcome of two steps: 1) linearly convolving the regular
CP-OFDM with the channel #,, ,[n] and 2) filtering on
top of it to limit the OOB emission. Here, the order of
the channel A, ,[n] and the filter f[n] is interchangeable
because they are linear filters. Evidently, the MMSE equalizer
of the regular CP-OFDM works with the samples at the
output of step 1). However, the additional filtering in the step
2) introduces non-negligible interference among the samples,
hindering its straightforward use. To mitigate the negative
impact of filtering, the matched filter f*[—n] by definition
yields the maximum SNR, where the output of step 1) is the
signal of interest in this case. Given that interference among
samples still exists, matched filtering is an effective approach
when the interference is smaller than the background noise.
We shall also note that matched filtering will color the noise,
but the noise correlation is typically ignored for the sake of
complexity.

C. MMSE Equalization for UF-OFDM

The key feature of UF-OFDM is to use ZP instead of
CP such that the channel-induced energy leakage to the
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subsequent block is reduced. Additionally, the length of the
filter suggested for UF-OFDM is shorter than that of F-OFDM.
For these two reasons, here we are able to directly com-
bine the filter of UF-OFDM with the channel and skip
matched filtering at the receiver. Then, MMSE equalization of
UF-OFDM becomes equivalent to that of ZP-OFDM. By fur-
ther applying overlap-and-add [28], the orthogonality achieved
by CP-OFDM can be easily restored for ZP-OFDM, permitting
MMSE equalization on a subcarrier basis. In fact, the base-
line demodulation introduced in the literature, e.g. [20], for
UF-OFDM exactly follows this line. It is noted that the
overlap-and-add process introduces additional noise to the
first L, received samples of each UF-OFDM block. As a
result, the noise samples in the frequency domain associated to
different subcarriers become correlated and also their variances
are increased by the factor (1 + L,p/K).

D. MMSE Equalization for GFDM

Similar to OFDM, GFDM adopts CP to combat multipath
fading channels by converting linear convolution to circular
convolution. With the respect to the channel model (14),
we can then perform MMSE equalization for each received
GFDM block without suffering from IBI. With respect to the
sth GFDM block without CP, the channel input-output relation
can be formed as

r,[lf][n] = rp[n+ SN +sLep + Lepl
Ne
= by Inl ® xn + Lepl + wll[n] - (16)

ne=1

forn =0,1,..., N — 1 and with w,,r][n] = wy,[n + sN +
sLep+ Lep] and N = M K. Performing N-point DFT on both
sides of (16) and also given the frequency domain expression
of x,[,sl][n] in (6), we can reach to

R Z Hy V1D Gl = kM)NIDR ) (i,
ni=1 kex
+ Wi, a7

where R [v] Hy, q[v], and W,Ef [v] are respectively the
outcomes of N-point DFTs of r [n] Ny n 1], and wy, ][n]
Given the one-to-one linear mappmg in (7), we can first
perform MMSE estimation of {Dn %, u) based on (17) and
then generate the MMSE estimates of {d . 4} by means of

M-point IDFT. Unlike to directly estimate {d, [S > we only
need to deal with the IAI and ICI appeared in (17) and
ISI is no longer a concern here. We further note that M-point
DFT effectively represents an orthogonal transform. Under the
common assumption that the data symbols carried by each
subcarrier are modeled as 11d. Gaussian random variables’
for MMSE equalization, {Dn %, ,) remains to be i.i.d. Gaussian

SFor data symbols carried by the same subcarrier, they are experiencing
the same channel condition in the frequency domain. Therefore, it is natural
to assume the identical power allocation. Among different subcarriers, it is
possible to have adaptive power allocation. However, for notation simplicity,
we assume identical power allocation cross subcarriers as well.
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random variables under such orthogonal transform. Due to the
mutual independence and based on (17), MMSE estimation
of Dn e for a given u € {0,1,..., M — 1} will only rely
on the observation and CSI associated to the frequency bins
satisfying (v),; = u. Therefore, we introduce RI*1 € CNKx1|
H, € CNExNe and WET € CMeKx1 g respectively capture the
observation, CSI and the noise associated to these frequency
bins, namely

I

[RIES]]}’Zr-‘rKNr Rr[lsr][v = (K/M + u)N]

[1>

Hp v = ('M 4 u)y]
Wirlly = ('M + u)]

[Hu]nr+KNr,nt
A
[WIES]]}’Zr-‘rKNr =

forx =0,...,K—1and ¥ = x — [%1. And also, we
use the matrix G, € CK*IXl to denote |%| column vectors
where each corresponds to the K samples of G[(v — kM Y]
attained at v = (’M + u),, for k' = —r&19, 15 and
k € K. For compactly denoting {Dnt,k,u}nt,k’ we ﬁrst collect
the N; elements with identical k, and then stack them one after
another in an ascending order of k € X to form a column
vector D,[f] € CMIKIx1 Using the above introduced notation,
the equation (17) for all frequency bins can be grouped and
compactly written as

Ry = [(Gu @1y, x) o (115 ® H) DT+ WL (18)

foru=20,1,..., M — 1. On this basis, MMSE estimation for
D,[f] can be executed simultaneously for different u. This is
an important feature for supporting high-level parallelism in
implementation. For each possible u, the complexity depends
on the structure of the matrix [(G, ® 1n,,n5) o (11, ® H,)].
First, the matrix may contain all-zero rows as not all frequency
bins carry useful information. Such rows and the correspond-
ing entries in R,[f] can be safely deleted to reduce the size of
the linear system (18). Next, considering the general objective
of choosing the circular filter g[n] is to ensure good frequency
localization, the main span of G[v] is often smaller than 2M,
e.g., in Fig. 2. Then, the matrix after removing all-zero rows
generally has two structures, depending on u. The first one
applies for the ICI free case, e.g., u = (v=k'M), = 0
in Fig. 2. The matrix equals the direct sum of matrices of
dimension N; x N;. In this case, the complexity is identical
to the OFDM case, i.e., performing MMSE equalization to
resolve IAI on each frequency bin. The second one applies
for the ICI case, e.g., foru = (v = kK'M + 2>M =2 in Fig. 2.
Under the condition |X| < K (e.g., the unused guard or DC
subcarrier), we effectively have a tall band matrix whose upper
and lower bandwidth equal 2N, and 2N;, respectively. For
such a matrix, we resort to the Markov chain based approach
presented in Appendix for MMSE estimation. The required
complexity O(N;(2N;)* 4+ (2Ny)3) per subcarrier is still com-
parable to OFDM and also there exists an implementation
architecture supporting high-level parallelism.

Equipped with the MMSE estimates {lA)l[f[] k.u}» We can then
construct the MMSE estimate of individual data symbols by
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taking M-point IDFT

av

n[km_

D j27tum (19)
k u€

u=0

while the knowledge of the error variance of the MMSE
estimate DY yields

Gls1
E |:|dn1,k,m

nku

1 — ~
[s] 2 [s] [s1 2
- dnt,k,m :I - _2 Z [IDnt,k,u - Dnt,k,u| :I
(20)

for m = 0,1,...,M — 1. With the common assumption
that the M data symbols per subcarrier are i.i.d. Gaussian
random variables, we note that the outcome of (19) and (20)
is completely identical to that of directly performing MMSE
estimation of {dy, k,»} based on the channel observations in
the frequency domain. We also note that in some cases it can
happen that some of {d, «,»} are pre-known, such as the guard
symbols (GSs) with zero energy for reducing OOB emis-
sion [10]. If the receiver follows the above proposal for low
complexity MMSE equalization, the pre-known symbols will
still be treated as random variables. Even though exploiting
the prior knowledge of the pre-known symbols can improve
the MMSE equalization performance, the gain is expected
to be marginal due to their small number for the sake of
spectral efficiency, not to mention that the gain comes with
a considerably increased equalization complexity.

E. MMSE Equalization for FBMC

Even though FBMC has no CP, the soft termination of its
filter guarantees multiple near-zero samples at the tail of each
FBMC block. By treating the last L., samples of the former
FBMC block as the CP of the current one, frequency domain
equalization becomes feasible. Following the identified link
between GFDM and FBMC, we can base on the previous
part to analogously perform MMSE equalization for
QAM-FBMC. Therefore, this part devotes to the
OQAM-FBMC case, considering that the complex-
valued multipath fading channel destroys its real-domain
orthogonality and we again suffer from ISI, ICI and TAL

Given the expression in (8), the use of the PHYDYAS
filter [9] of length Ly = 4K yields a OQAM-FBMC block
of length MK + %K . At the receiver, it is convenient to
append K /2 zeros to the received samples such that we can
perform N-point DFT, where N = (M + 4)K is the smallest
integer multiple of K that is greater than the block length. The
outcome is

Nt
= D Hyon VX0 [V] + Wy, [v]

ni=1

N
= Z Hn,,n[ [V]

ni=1

Ry, [v] 21)
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where the second equality is based on (11) and W), [v] corre-
sponds to the DFT of the noise samples. Given the similarity
between (22) and (17), we can analogously perform MMSE
estimation for {Ap .} as the way we did for {D,, k,} in
the context of GFDM, and then use the results to generate
the estimates {an, k.2m, dn,.k.2m+1} of the real and imaginary
parts of the complex data symbols, i.e., (10). Due to the use
of OQAM, {A,, k..} are DFTs of real rather than complex
numbers. Their additional properties as described in (13)
shall be considered in the first step. For instance, to estimate
{An,ku=2}, we shall not only consider the observations at
the frequency bins satisfying (v}),,; = 2, but also those with
W = M — 2 after complex conjugation. The second step
is based on the linear mapping

N
|

2mu

B Jj2m
(A""k’u + A”t,k,M+L¢) e R

anek,2m =

. M-1
(—H(=DF
Apek2m+1 = 7 Z (Anl,k,u - An[’k’M+L¢)
u=0

(2m+l u
]27r 20 (23)

which is essentially the inverse of (12).

F. Short Summary

Table II lists the arithmetic complexity that is required for
MMSE equalization. All waveforms are affected by IAI and
the complexity for resolving it scales linearly and quadratically
with N; and N, respectively. Even though GFDM and FBMC
both are non-orthogonal, their complexity does not scale
polynomially with the amount of ICI and ISI. This is because
we propose to first estimate the DFTs of the data symbols
per subcarrier. In the frequency domain, the amount of ICI is
limited by choosing a pulse shaping filter with good frequency
localization. And then, a simple IDFT can resolve ISI with
the complexity that only grows logarithmically rather than
quadratically (as reported in [13], [14]) with the number of
data symbols per subcarrier.

IV. SIMULATION RESULTS

In this section, the waveforms are evaluated in a 4 x 4
spatial multiplexing MIMO system with spatially uncorrelated
multipath Rayleigh fading channels. The metrics of interest
include OOB emission, PAPR and coded FER performance.
The baseline CP-OFDM is configured as follows: K = 1536,
|X| = 36, T = 66.67us and Ny = 7. With the subcarrier
spacing T~! = 15kHz, the occupied subband out of the total
23.04 MHz band has about 0.5 MHz bandwidth. In accordance
with Table I, the corresponding configurations for the other
waveforms can be computed under the constraint of using the
same bandwidth to transmit the same amount of information.
Considering the additional degree of freedom in the time
domain equipped by GFDM and FBMC, their type-II config-
uration in Table I is defined by having M = 12. Furthermore,
UF-OFDM adopts the Dolph-Chebyshev filter with length
L¢ = 74 and the side-lobe attenuation —51 dB [19]. The filter
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TABLE 11
MMSE EQUALIZATION ARITHMETIC COMPLEXITY

* The arithmetic complexity is derived from the configurations listed in Table. I and normalized by the number of transmitted data symbols.

* O(1) represents the arithmetic complexity per multiplication.

|  Waveform | Matched filter | DFT-based processing | Freq. Domain MMSE Equ. |
OFDM - O (§FlogK O(NyN; + N?)
Ny Le(K+Lep) N, 9
F-OFDM o (W) O (Nelog K O(NiN; + N2)
UF-OFDM - o (% 1og(K)) O(Ny Ny + N2)
GFDM-1 - o (%t log(K Ns) + log(Ns)) O(N¢N; + N2)
FBMC-I - o (%ﬁ log(Ns K + 4K) + log(Ns + 4)) O(NeN; + N2)
GFDM-II - o (% log K + log M> O(NiN; + N2)
FBMC-II - o) (%ﬁ log(NsK + 4K /M) + log(Ns M + 4)) O(NeN; + N2)
0
i —— OFDM
MM.! -~ UF-OFDM
(i
Py Aty - F-
a 50 i F-OFDM
i) .vvq;::d:‘ —— GFDM-I (a = 1)
A ) GFDM-I (a = 1) with RC win.
wn w 'l A
[a W) u‘\l“f\’(. f‘:!‘::‘ A \'“:IJH\”‘?" ‘l'!f‘: \\‘.T‘Jw‘ \'ﬂ!“:hiﬂm --- FBMC-I
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Fig. 3. Power spectral densities (PSDs) of the considered waveforms in their baseband signal form (per transmit antenna), which are MCS irrelevant.

used by F-OFDM is a Hanning windowed sinc-function with
length Ly = K/2 4 1 [18]. The PHYDYAS filter of FBMC
has the longest filter length equal to 4K [9]. GFDM adopts a
periodic RC function with the roll-off factor o = 1.° On top of
the waveforms, two modulation coding schemes (MCSs) are
applied. Namely, the turbo code with the generator polynomial
{1,15/13}, can operate at rate 1/2 and 3/4,” which are
respectively modulated with 16 and 64 QAM (gray). Unless
otherwise stated, QAM is the default choice. Its comparison
with OQAM is always under the same modulation order.
We use Es/Ny to denote the energy per data symbol to noise
ratio.

SWith g[n] constructed from a real-valued symmetric filter, e.g., RC, an
odd M is recommended for GFDM to attain a good condition number
of the corresponding modulation matrix [29]. For comparison purpose,
GFDM-II however is configured with M = 12 to achieve the subcarrier
spacing 180kHz, being identical to the bandwidth of one resource block
in LTE. Aiming at a similar condition number with an even M, here we
left shift the frequency response of the RC filter by one over 2M of the
subcarrier spacing and then make the spectrally-shifted RC filter periodic
for GFDM-II.

TFor every six information bits input to the turbo code, we keep all
information bits plus two parity bits respectively generated by the two identical
component convolutional codes.

A. OOB Emission

Fig. 3 depicts the power spectral density (PSD) of the
considered waveforms in their baseband signal form, where the
impairment from the RF front-end is not considered. Outside
the allocated subband ranging from 5.5 MHz to 6 MHz, the
OOB emission of OFDM is very high. This is mainly because
the disruptive change from one OFDM block to another in
the time domain. Linear filtering is helpful to smoothen the
transition between blocks, thereby lower OOB emission being
achieved by UF-OFDM, F-OFDM and FBMC. It is worth not-
ing that the longer the filter is, the lower is the achieved OOB
emission. For GFDM, one aim of circular filtering is to be
confined within each block by tail biting, which unfortunately
keeps the disruptive change between blocks. By having longer
block duration and reducing the number of blocks per frame,
GFDM-I can achieve slightly improved OOB emission perfor-
mance. However, GFDM-II with the same number of blocks
per frame as OFDM achieves nearly identical OOB emission
performance. The soft transition of its PSD on the shoulder of
the occupied spectrum is due to 1) its wider subcarrier spacing
than OFDM; and 2) the large roll-off factor. For the same rea-
sons, such soft transition also appears in the case of FBMC-II.
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Fig. 4.

13

PAPRs of the considered waveforms in their baseband signal form (per transmit antenna), where the complementary cumulative distribution

function is empirically constructed from 10° frames and the oversampling factor is 4. The default modulation scheme is 16 QAM (gray). The explicit label

OQAM represents offset-16 QAM (gray).

Concluding from the above, both OFDM and GFDM require
additional techniques for improving their OOB emission per-
formance. Apart from subband-based filtering of F-OFDM
and UF-OFDM usable for contiguous subcarrier allocation per
user, filtering on a subcarrier basis, as FBMC does, is needed
for non-contiguous subcarrier allocation. Compared to linear
filtering, time domain windowing can be an attractive solution
to reduce the OOB emission of block-based waveforms as
well, e.g., in [10], [30], [31]. For instance, GFDM-I uses the
minimum time resource among the waveforms, even 6Lcp
shorter than the baseline OFDM. Being granted with the
same time resource as OFDM, we can extend its CP by
3L, samples and add a cyclic suffix (CS) with identical
length. On this basis, we multiply the GFDM block with the
frequency domain expression of an RC function, whose ramp
up and down are contained by the extended part of the CP
and CS. Fig. 3 shows that the OOB emission of GFDM-I
with such RC windowing can compete with F-OFDM and
FBMC at the frequencies close the edge of the subband.
For frequencies distant from the occupied subband, the OOB
emission becomes acceptable as well. Besides filtering and
windowing, it is also possible to reduce the OOB emission
via preprocessing the transmitted data symbols, e.g., [32]-[34].
However, it is beyond the scope of this paper.

B. PAPR

Fig. 4 shows the PAPRs of the considered waveforms. For
those using linear filter, we shall note that the ramp up and
down of the filtered signal reduce the average power without
affecting the peak power. For this reason, we observe the PAPR
increment of UF-OFDM, F-OFDM and FBMC-I compared to
OFDM. Such increment is particularly large for FBMC due
to its long filter length. Since the ramp up and down phase
are not critical to the RF front-end, we remove them during
the calculation of PAPR, obtaining a much reduced PAPR for
FBMC-I as an example.

For GFDM and FBMC, their subcarrier-based filtering plays
a role in the achieved PAPR performance. In the type-I

configuration, the number of active subcarriers is sufficient
such that the main-lobe of their filters determines the PAPR
performance. Under the same normalization, their main-lobes
have higher peak value than the rectangular window of OFDM,
yielding the increased PAPR performance in the type-I config-
uration. However, exploiting the additional degree of freedom
in the time domain, the type-II configuration of both GFDM
and FBMC only uses 3 subcarriers by allocating more data
symbols per subcarrier. This directly reduces their PAPRs.
Furthermore, due to the small number of used subcarriers,
the time-domain side-lobes of the adopted filter that add addi-
tional signal-superposition effects become the dominant effect.
Taking GFDM-II as an example, if we null its roll-off factor,
it becomes identical to DFT-s-OFDM, where the spreading
factor equals 12. As a well known PAPR reduction technique,
it is directly usable for the OFDM-based waveforms. The
comparison in Fig. 4 indicates that a non-zero roll-off factor
yielding smaller side-lobes of the RC function can further
enhance the PAPR of a signal, when being composed of
very few number of active subcarriers. Fig. 4 also shows that
OQAM is beneficial to further reduce the PAPR of GFDM-II
and FBMC-II. If necessary, other PAPR reduction techniques,
such as tone reservation and active constellation extension,
can be applied on top of these waveforms. However, further
discussion on them is beyond the scope of this paper.

C. FER Under a Doubly Dispersive Channel

Even though it is a common practice to derive frequency
domain equalization under the assumption of a time-invariant
channel during the transmission of each block, it is important
to perform performance evaluation under practical continu-
ously time-varying channels. Here, we choose the extended
typical urban (ETU) model specified by 3GPP, where the total
power of the path gains, averaged over time, is normalized to
one. As it exhibits a large delay spread, the long CP in LTE,
ie., Lep = 16.67 us, is chosen accordingly. Following the
Jakes’ model, the time variation of the channel is characterized
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Fig. 5. FERs achieved by the waveforms under perfect synchronization and channel knowledge, where the ETU channel model is considered. With respect

to the given 16(64) QAM (gray), the contrastive OQAM configuration is offset-16(64) QAM (gray).

by the maximum Doppler frequency fj. In this part, the results
depicted in Fig. 5 are generated under the assumption of per-
fect synchronization. Additionally, for coherently equalizing
each block, the used CIR is obtained by averaging the true
time-variant CIR over the block duration.

In general, the time-varying channel affects the FER per-
formance from two conflicting aspects. First, a changing
channel during the transmission of each block introduces
ICI [35], which increases along with the maximum Doppler
frequency. Second, the time selectivity cross the blocks is
desirable for the decoder to exploit the code diversity for an
improved decoding performance. When the ICI is comparably
smaller than the additive noise, we observe lower FERs at a
higher maximum Doppler frequency, e.g., OFDM, UF-OFDM,
F-OFDM and GFDM-II in Fig. 5(a) and (c). However, when
the operating SNR increases due to the higher MCS, e.g.,
in Fig. 5(b) and (d), the ICI becomes the dominant factor,

degrading the performance as the maximum Doppler fre-
quency increases. For a similar reason, the IBI introduced by
linear filtering of UF-OFDM and F-OFDM becomes partic-
ularly harmful at the higher MCS. UF-OFDM outperforms
F-OFDM as it adopts ZP and shorter filter to ensure limited
energy leakage to the subsequent block. In order to improve
the performance of F-OFDM, we can either extend the CP or
reduce the filter length. As the CP overhead is already 25 %,
the latter one is considered here. In the frequency domain, it
is equivalent to enlarging the subband by introducing GTs on
each side of the subbband. Fig. 5(b) and (d) depict the perfor-
mance achieved by having one GT on each side of the sub-
band, which costs spectral efficiency, i.e., (2/38) ~ 5% loss.

Next, we discuss the performance of GFDM and FBMC
with their various configurations. GFDM-II is the only one that
can achieve performance comparable to or even slightly better
than OFDM from the case (a) to (d). Due to circular filtering,

© 2017 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future
media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or
redistribution to servers or lists, or reuse of any copyrighted component of this work in other works.
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GFDM has no filter tails. Therefore, unlike FBMC, it is not
necessary for GFDM to have a long block length for achieving
an acceptable temporal efficiency. One critical issue of long
blocks is that the time-variant CIR cannot be well approx-
imated by its average value and the resulting mismatched
channel knowledge can severely degrade the performance
of equalization and subsequent decoding. For this reason,
GFDM-I and all configurations of FBMC are not suitable
for the maximum Doppler frequency 300 Hz. Even at a lower
maximum Doppler frequency 70 Hz, such impairment is non-
negligible when the high MCS requires a high operating SNR,
i.e., Fig. 5(b). Only in Fig. 5(a), the benefit of FBMC becomes
appreciable. This is mainly because its non-orthogonality not
only introduces ICI and ISI, but also lets the information of
each data symbol be contained by more than one channel
observations in the frequency domain. Compared to the type-I
configuration, the type-II has larger subcarrier spacing to
ensure the necessary frequency selectivity among the channel
observations. Furthermore, according to our analysis at the
end of Section II-C, QAM can more efficiently exploit the
frequency selectivity of the channel than OQAM, therefore
outperforming OQAM in Fig. 5. Analogous to FBMC-II,
GFDM-II is also equipped with such feature. Between them,
FBMC-II in this case has more channel observations per data
symbol to achieve a lower FER. However, FBMC-II fails at
the higher MCS and/or higher maximum Doppler frequency
because the long block length makes it vulnerable under the
time-varying channel. On contrary, GFDM-II with its short
block length can even slightly outperform OFDM in these
cases. In short, (quasi-)orthogonal waveforms, having one
channel observation per data symbol, need to resort to coding
for exploiting the frequency, time and space selectivity of
the channel. While introducing interference, non-orthogonal
waveforms permit multiple observations per data symbol to
exploit the channel in addition to coding. Therefore, they tend
to outperform orthogonal waveforms when the code diversity
is deficient, e.g., higher order MCSs.

D. FER With Imperfect Synchronization
and Channel Estimation

In this part, we investigate the impact of imperfect syn-
chronization and channel estimation on the performance of
the waveforms, where the channel is generated by following
another 3GPP channel model termed extended vehicular A
model (EVA) with the maximum Doppler frequency equal
to 30Hz and with the sum of the average path gains nor-
malized to one. Due to the reduced maximum delay spread,
the CP length accordingly decreases to 4.69 us (normal mode
in LTE).

Starting from channel estimation, we empirically insert a
preamble consisting of one baseline CP-OFDM block before
each payload frame.® Using it, the receiver performs linear
MMSE channel estimation by assuming a uniform power-
delay profile with maximum delay length equal to L¢p [36].

81t consists of N orthogonal pilot vectors that are periodically modulated
onto the subcarriers belonging to the occupied subband plus N; subcarriers
on each side for achieving sufficient channel estimation quality also on the
edge of the subband.
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The obtained channel estimates will be used as the true CSI for
equalizing the whole frame. This setup assures that the MMSE
equalizer of each waveform works with the same quality of
channel knowledge. Our primary goal here is to evaluate each
waveform with imperfect channel knowledge, rather than to
propose a frame structure or an estimation scheme.

Fig. 6(a) shows that FBMC-II and GFDM-II (a = 1) both
can achieve up to 5dB gain than the others under imperfect
channel knowledge, arising from the estimation error, outdated
CSI and Doppler effect. In fact, the channel considered here
is less selective in both time and frequency compared to that
of Fig. 5(a), but the achieved gains are increased. Before
drawing a conclusion from this observation, we experimentally
reduce the roll off factor a of GFDM-II from 1 to 0.5
such that its ICI is alleviated. This however reduces the
gain. The performance loss of FBMC-II is even bigger after
changing from QAM to OQAM. From these additional results,
we can come to the point that it is possible to harness
the benefits of the waveform-induced interference instead of
only suffering from it. To this end, we need good strategies
on designing equalization and detection. An over-simplified
equalizer that treats the information-bearing interference as
background noise will inevitably result in a performance loss
in comparison with the (quasi-)orthogonal contenders. With
the linear MMSE equalizer developed in this work to jointly
tackle the ISI, ICI and IAI, the non-orthogonal waveforms are
starting to outperform under challenging channel conditions,
e.g., having a large delay spread or with a Doppler spread
that not only introduces extra ICI but also degrades the
quality of channel estimation, see Fig. 5(a) and Fig. 6(a).
The observed gains in both figures may be enlarged if we
switch from linear MMSE equalization to more advanced non-
linear schemes. This certainly requires further investigation,
particularly considering the trade-off between performance and
complexity in our future works.

Last but not least, we investigate the sensitivity of the
waveforms against symbol time offset (STO) and carrier
frequency offset (CFO), respectively. Starting from STO, the
use of guard intervals, no matter in the form of CP, ZP
with overlap-and-add or soft termination of the filter, provides
protection against negative STO estimates, i.e., the estimated
frame arrival being earlier than the true one. The performance
degradation appears once we have a positive STO estimate.
How severe the degradation is depends on the power of
the first non-negligible paths of the channel in its discrete-
time model. From Fig. 6(b), we can infer that the initial
4 paths of the channel are insignificant. Regarding the CFO,
the standards usually specify the oscillator precision tolerance,
typically ranging from =£0.05ppm to =£25ppm. According
to Fig. 6(c), the waveforms can work under the CFO up
to 20 ppm. For FBMC-II and GFDM-II, even with £30 ppm
CFO, their performances are similar to that of OFDM working
with +20 ppm CFO.

It is noted that the power-delay profile defines the baseband CIR.
Its discrete-time channel model is constructed by sampling the low-pass
filtered CIR, where the bandwidth equals the sampling rate [37, Ch. 2].
Therefore, the paths of the power-delay profile may not be identical to those
in the discrete-time model.
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V. CONCLUSION

In this paper, we have analyzed the link level performance
of advanced waveforms that are being intensively researched
as alternatives to OFDM for future systems. Starting from
the two filtered variants of OFDM, both UF-OFDM and
F-OFDM can achieve lower OOB emission than OFDM
through filtering on a subband basis. Since it is impossible
to be time and frequency limited at the same time, lower
OOB emission is typically achieved at the cost of time
resources. The shorter filter tail of UF-OFDM results in a
higher OOB emission compared to F-OFDM. However, the
longer filter of F-OFDM introduces more severe IBI. As a
consequence, FER degradation is particularly high under rich
multipath fading channels and when high order MCSs are
in use. They both can achieve similar PAPR performance
as OFDM.

We have further investigated more complex waveforms, i.e.,
GFDM and FBMC. They have two key features. Namely, they
are non-orthogonal and have one extra degree of freedom
in the time domain, i.e., multiple data symbols per subcar-
rier are permitted. Their non-orthogonality introduces self-
interference, but also offers the possibility to exploit the fre-
quency selectivity of the channel. Together with their second
feature, we are able to achieve: 1) lower PAPR performance
and 2) better FER under doubly dispersive channels than
OFDM and its two variants. Furthermore, we have also investi-
gated the use of QAM and OQAM in combination with them.
OQAM was initially introduced to achieve the orthogonality in
the real domain, which however cannot be preserved after the
complex-valued multipath fading channel. From our analysis,
OQAM can offer lower PAPR than QAM, but is not as
efficient as QAM in terms of exploiting the frequency selective

channel for data transmission. Between GFDM and FBMC,
linear filtering of FBMC is beneficial to achieve an ultra-
low OOB emission, but requires additional time resources to
accommodate the long filter tail. For this reason, it is not an
efficient choice for cases that need short block lengths, e.g.,
fast fading channels. Circular filtering of GFDM on the other
hand is an attractive feature for achieving a good comprise
in the usage of time and frequency resources. It is worth
noting that their non-orthogonality becomes beneficial only
if the receiver can effectively resolve the ISI and ICI, plus
IAI in MIMO systems. In this paper, we have proposed an
implementation of MMSE equalization, which jointly tackles
the three dimensional interference with the complexity of the
same polynomial order as that of OFDM. As a part of future
works, near-optimum receiver designs for them are of interest.

Concluding from the above, in terms of system evolution,
F-OFDM and UF-OFDM are straightforward improvements
of OFDM and, therefore, they are being considered as a
natural choice by 3GPP for intermediary standards or early
5G systems. Nevertheless, non-orthogonal waveforms, i.e.
GFDM and FBMC, are definitely worth investigation.
We believe their benefits can be exploited with a complexity
that is affordable by today’s hardware.

APPENDIX
MARKOV CHAIN BASED MMSE EQUALIZATION
FOR BANDED CHANNEL MATRIX

Consider a large-scale linear system
y=Hx+w, (A.1)

where y € CV*! is the system output vector obtained from
the input vector x € CU*! the channel matrix H € CV*V and
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the noise vector w € CV*!. The likelihood function p(y|H, x)
and the a-priori distribution p(x) are respectively given as

ly — Hx|)?
p(y/H,x) o exp (—7

oy
(->2)

= Hexp
p(x) = CN(X, 0, EiIy),

where y, and h, are the oth row of y and H, respectively.

By definition, the MMSE estimate of x equals the mean of x

with respect to p(x|y, H) [27], which is a Gaussian function.
Consider a band matrix H, e.g.,

(A2)

(A.3)

hit hia his
H = 0 h22 h23 h24 c. s (A4)
h3z  h3s  hss

we can derive a low complexity implementation of MMSE
estimation. From the above example, it is easy to notice the
position of non-zero entries in H are shifted from the left-
hand side to the right-hand side as the row index grows.
Accordingly, we can define a sliding window with length
according to the bandwidth of the matrix and shift it from the
top to the bottom of the input vector such that only the entries
within the window contributing to the output entry at each
shift. The feature of sliding window is to drop old samples
and get new ones. Between two shifts, there could be some
common parts, depending on the step size.

Expressing the above identifications into equations, we
introduce the set I, to collect the column indices of the
non-zero entries in h,. And then, we form two subvectors
h, = [h] , and X, = [X];,. The former contains the non-zero
entries of h,. The latter collects the elements residing in the
sliding window after v shifts and has the following relation
with X, _1

X =Fu% 1 +10],, IXI7,, 17 (A.5)

where the use of the matrix F, € {0, 1}/»/*!h-1l i to move
the common elements from their former positions in X,_|
to the latter ones in X,; and [x] L\5,_; are the new entries
in x contributing to the output entry y,. The Markov property
of sliding window further yields

Vv
&) - [P Gol%o,. ..

v=2
|4
=[]r&l%-1).
v=1

with p(X(|Xg) = p(X1). Together with (A.2), we reach to the
following factorization

p(yYIH,x)p(x) = p(y|H, X) p(X)
1%

= H p(olhy, X)) p(Xp[Xp—1) (A7)
v=1

p(X1,X2,...,Xy) »X1)

(A.6)
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which implies

p(Xy |y, H) o<‘/1_[p(yv“'lu,Xl))p(xl)|xv 1) deu
D#v’

= @y (o) o (Fe) (A.8)

with gux(iux) and S,/ (X,) defined as

v’ —1

o R) = / Hp(yuhv,xv)p(xuxv 0| ITesa| a9

(Xl)/) —/ H P(olhy, X)) p(Xy [Xp—1) H dx;

v=0"+1 o=0"+1
(A.10)

Equipped with the knowledge of the marginal p(X, |y, H),
the mean of X, with respect to it corresponds to the MMSE
estimates of the entries of x with their indices belonging to I,.
Therefore, MMSE estimation boils down to the computation

of o, (Xy) and B,/ (Xy).

A. Forward Calculation of a, (Xp)

From the definition of Eu(iu) in (A.9), we can easily
identify

@0(&) = pOrolhy, %) / 01 (o) p G lxo_1)dE 1,
(A11)

implying {Ev(iv)} can be recursively and forwardly com-
puted. Skipping tedious derivations, the function a,(X,) for
v =1,2,...,V is a Gaussian function characterized by the
mean [, , and covariance matrix X,

B! (v - hui,)
Rap = Rop + —=%5= ;
o,0 a,0 hUEa,D 5_1_’_0_112)
. 3,.hih, %
oo = gy — —22 U~Hv “’“2 (A.12)
h, X, hi' +o7
with ft,, = Fopo, and E,, = F,Z,, FI +
Q,, where 2, is the covariance matrix of the vector

[O\TL)O ol [x]z\ Iu—l]T in (A.5). The arithmetic complexity for
each update is O(|1,]?).

B. Backward Calculation of ,ED (Xp)

By analogy, the function f,(X,) can be recursively com-
puted but in a backward manner

B, = / Bt Gos1) (ot o1, Roe1) p o1 1K) o4

x exp (—i}j’Amiv +2Re (ilf’Aﬂ,UnﬂjU)) . (A13)
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Ilustration of parallel processing architecture. Instead of computing Ev(iu) and £, (X,) respectively from the head and tail, we apply a window

centered at the target X, and start the computation from each boundary of the window at #y. If applying the window at multiple positions, the results can be

simultaneously obtained at the next time instant 7;.

Starting from Ag,—y = 0 and Aﬂ,v"ﬁ,u:V = 0, the former
Apy and Ap g, are determined by the knowledge of the
latter ones

-1

H l~l11)L1+1l~1v+1
Apy =F ] [\ Apor1 + ——— ) Q41 +1
U)
h, 11
<\ Apotr + ““ b ) Y (A.14)
e ﬁ il -1
Aﬂ,vrlﬁ,u = F:I.H Apot1 + +0_2 Q)11 +1
w
H
X | Apgoilig 1 + 1 (A.15)

w

The arithmetic complexity, i.e., O (|ID+1\ID|3 + |ID+1|2), only
scales cubically with the number of new elements between two
shifts in the sliding window. With respect to the case of MMSE
equalization for GFDM, it has either value zero or N;.

C. Parallel Processing

Equipped with both @y (X,) and S,(X,), we can eventually
compute their product for (A.8), which remains to be a
Gaussian function parameterized by

-1

Ropo = [I + Za,vAﬁ,u]
-1

Eaﬂ,u = [I + Za,uAﬂ,u]
Straightforwardly, s,z , is the MMSE estimate of X, = [x]y,
with the covariance matrix of the estimation error Xgp .

The arithmetic complexity needed for computing them equals
o(1, |3). As adjacent subvectors can share many common

(A.16)
(A.17)

[ﬂa,v + Ea,DAﬁ,Dﬂﬁ,u]
oo

elements, we only need to save av(iv) and f,(x,) for a
selected subset of {X,},=1,2,.,v, and then compute the their
product to obtain the MMSE estimates of all entries in X.
We should choose such a subset with the smallest size for
complexity saving. In general, the complexity of MMSE
equalization for a banded matrix grows cubically with the
bandwidth of the matrix and only linearly with the output
dimension U. L

Since Eu(iu) and f,(X,) both need to be recursively
computed, the processing latency can be a concern. Here,
due to the Markov property, the dependency between X, and
X, conditional on (y, H) tends to decrease as the difference
|v —v’| increases. Therefore, we can conduct parallel process-
ing without comprising the accuracy, see Fig. 7. This tech-
nique has been successfully applied for decoding convolutional
codes, which also exhibit the Markov property [38].
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