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Abstract—Multigigabit communications based on 1-Bit quan- intersymbol interference in the same way as a statistitaédi
tization at the receiver benefit from relaxed power consumption The idea was extended in [7] where independent and uniformly
as compared to conventional system designs, especially for shortyistibted 16-QAM signals can be reconstructed perfeayly
range communications. Utilizing oversampling at the receiver . . :
compensates partially the loss in terms of achievable rate brought eXp'O'“”Q an optlmlz.ed Waveforr'n.arld the structured inter-
by the coarse quantization by enabling and exploiting the Symbol interference in a deterministic way. Nevertheless a
inherent channel memory. This work proposes methods how to optimized waveform might correspond to strong requirement
construct ASK-sequences which can be perfectly reconstruade on the analog components which might be not acceptable.
at the receiver. Besides this advantage the proposed sequesceThis work aims for comparable rates by only considering
are also superior in terms of achievable rate as compared . -
to independent uniformly distributed input signals. Simulation an appropriate sequence deS|gn such that the sequence ,Can
based computations of the achievable rate confirm the theory of D€ reconstructed at the receiver. Indeed the channel with
the model and the benefit of the oversampling approach. oversampling inherently is a memory channel where it is
known that its capacity can be asymptotically achieved when
considering Markov sources [8]. The contribution of the kvor

When considering communications with extreme bandwidttan be summarized as follows:
the analog to digital conversion becomes more important in, A state machine which generates reconstructable ASK-
terms of system design because of its rising power consump- sequences is proposed.
tion for higher sampling rates and resolution [1]. Espégial . Finite state Markov sources have been proposed which
for short range communications the analog-to-digital esnv approximate the state machine where the current input
sion becomes the mayor bottleneck. Therefore novel system symbol depends only on a finite number of previous
designs have to be developed which are especially designed Symb0|SIO(XkIX1'§Z§)-
for coarse quantization. This work addresses the extres® ca . The simulation based computation of the achievable rates
of communications employing only a 1-bit quantization @& th  confirms the analytically derived rates. This also con-
receiver. The loss in terms of achievable rate is countedact firms the suggested unique reconstruction property of the
by sampling with a rate which is an integer multiple of the  proposed method. In addition the achievable rate based
signaling rate. These extreme sampling rates become feasib on the constructed sequences is superior as compared to

when considering for instance the recent BICMOS technology the achievable rate based on independent and uniformly
with a transit frequency of up to 500 GHz. Such an approach is  distributed input.
already known from earlier investigations where a bandéthi |, \what follows we use the notatior , = [Xcn, ... X

signal is sampled with a higher rate as compared to Nyquigiqxn — [X1, ..., Xa] 7. Stacked vectors, especially oversampling
rate. In this sense, in [2] a marginal benefit in terms of achieyectors, are denoted ad = [yI....y7]". Probabilities are

able rate from oversampling was reported. Later, signitigan yenoted a$(-) and probability density functions are declared
higher rates have been proven in [3]. An alternative approagg 0

was given by [4] where a bandlimited signal is superposed

with a deterministic dither which results in a more accurate II. System MopeL

signal reconstruction. The pure oversampling approach wit The input symbols are considered to be drawn from a finite

1-bit quantization was further investigated in [5], whehe t set x, € X with a symbol rateTiS. As illustrated in Fig. 1

impact of oversampling in the low SNR regime was studiethe communications system is characterized by the transmit

Besides fundamental studies also practical inspired wark cfilter h(t), additive white Gaussian noise, the receive fitig)

be found in literature. In [6] a conventionally QAM moduldte and a 1-bit analog-to-digital converter with a samplinge rat

signal benefits from oversampling by exploiting the inhereriT\ﬂ. The waveform corresponding to the concatenation of the
filters is given byv(t) = h(t) = g(t). The corresponding output

_ This work has been supported in_ part by the German ResearqtdEtimn per input symbol is described by a vector with elements
in the framework of the Collaborative Research Center 913Kl Adap- _ A di to th f th h |
tive Energy-Hlicient Computing” and by the European Social Fund in thek = [Vko, -, Yk m-1]. According to the waveform the channe

framework of the Young Investigators Group “3D Chip-Stackdnonnects”. iS considered to have memory, such that the current output is
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Xk1 Xk Xk-1 Xk
characterized by the current input and the L previous input
symbols (in this workL = 1). In what follows the equivalent c )
discrete time representation of the system will be used. The I><I
unquantized signal can be denoted as C o P )
2= VUXS | + G, ) S
¢ Xg1 Xk Xk-1 Xk
whereV is the the joint filter matrix and is the receive filter
matrix. U represents thé-fold upsampling matrix with the Fig. 4. i.u.d. sequence as a realization of the state machine
dimension L +2)M —1x L+ 1 and its elements are given by
1 fori=j-M ) . ) .
ij= . (2) that the proposed methods which will be introduced in the nex
0 otherwise. . ! . o )
sections can be extended in various directions with reddena

The filter matrices containing the discrete time repregknteffort. As it will be discussed in the next section, the sym-
reversed filter impulse response function vestoand g, have bol transitions become essential for sequence reconstnuct

Toeplitz structure as follows purpose.
[VI ] 0--- 0 [ g ] 0--- 00 [Il. I NPUT SEQUENCES DESIGN
y o[w]o-0 e 0[gr]o--0 0 A. Independent and Uniformly Distributed Input

S S When considering the input entropy rate it turns out that
0..- 0 [vT ] 0..- 0 [ o ] 0 independent and uniformly distributed (i.u.d.) symbolsreo
' r sponding to 2 bits per symbol are the optimal choice. The
where V has the dimensiotM x M(L + 2) — 1 and G has possible signal transitions and the waveforms are illtetra
the dimensionM x M(¢ + 1). £Ts is the length of the im- in Fig. 3, where two bars in the middle of two sequential
pulse response of the receive filtex, = [ngo,...,Nkm-1] are symbols indicate the additional sampling points in time do-
independent and identically distributed noise realizegiwith main. With respect to the constrained receiver design tireasi
variancec?. The receive filter has a unit energy property sudreception sffers from the coarse quantization and a number
that the filtered noise also has variamcg Finally the received of sequences cannot be reconstructed reliably. In order to
signal is converted into a vector of binary symbols gain understanding of the reconstruction problem it useful
to distinguish between classes of symbol transitions. B th
Yie =Ql2d), ) present example 3 respectively 4 classes have been iddntifie
where Q(z > 0) = 1 respectivelyQ(z < 0) = -1 denotes and they are called transition states. Each individual secg
the quantization. A special case for demonstration purposan be represented as realization of a state machine drawn in
is considered withM = 3, L = 1, ¢ = 1. The waveform Fig. 4. According to the binary observation at the receivith w
respectively receive filter is given by 3-fold oversampling the transition states named A, B, C and
T T D have special properties in terms of sequence recongiruicti
12_ 21 1 1 1 ) .
- =1,=, 2, ] , ==, =, _] . (5) « A: X1 andxx can be directly reconstructed based on the
33 33 V3 V3 V3 current channel output (“Decision”)
The input alphabet is taken from a regular 4-ASK modulation, « B: X«_; and xx can be reconstructed wheq_; or x is
where E{|x/?} = 1. The sampling points in time domain known at the receiver (“Forward”)
are chosen such that the maximum value of the waveforme. C: possible ambiguity with state D (“Ambiguity1”)
is included and two samples between the symbols. We believe D: possible ambiguity with state C (“Ambiguity2”)
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Fig. 2. Reconstructable sequences as a realization ouedstétte machine, witlp(xx*"1), mind the directivity of connections

Due to the fact that not all sequences can be distinguishetierea is the largest real valued eigenvaluel@dfFurthermore
at the receiver the achievable rate will be below the sourtdlowing [9] the corresponding transition probabilitiese
entropy rate of 2 bits per symbol. It can be expected that thezen by
achievable rate will be below the input entropy rate. In teetn

subsections the transition states are utilized for thegdesf p.= 4. b (8)
1] b /l 1
structured sequences that can be reconstructed. i
B. Reconstructable Sequences where by and b; are entries of the right-sided eigenvector

. corresponding to the eigenvalue
The sequence reconstruction problem occurs when the am- s o : .
ach transition probability is determined by previous sym-

biguity states are passed in a random way. One approach t L
guity P y PP g}o s realizationsp(x|x<1). Nevertheless the number of pre-

cope with the problem is to apply a special rule for one or. ) e :
P " PRl P pyous symbols is not limited. As a result this source model

the ambiguity states “C” or “D”. In the proposed approach t .
state “D” has been selected. The special rule implies that afcannot be described by a state model where each state equals

passing the “D” transition state and until passing the néXt * f a lrlumbia_r of prgwlous S)émbolti’. which mtlght b(.:" favpritr)]le.
transition state only “B” transition states are allowed tcuar. n alternative modet providing this property 1s given in the

“B” transition states which occur subsequently to a “D” argext section.

named “B*". The “A” state (“Decision”) terminates a so far

ambiguous phrase. The corresponding modified state mach%e

is drawn in Fig. 2. In order to obtain a source model where each output depends
The adjacency matrix for the modified state machine @n a finite number of previous symbols

given by

Reconstructable Finite Sate Markov Source

k-1y _ k-1
1111 further modifications can be included successively. Focifipe

D= 1 é é é (6) N the following requirements need to be fulfilled:
100 0 « N =1 avoiding state “D”

. N =2 state “A” is directly enforced when “D” occurs:
Shannon showed in [9] that the maximum entropy rate of the «pa”

proposed state machine is given by, « N = 3 state “A” is enforced when “D" occurs:
1 n “DA” or “DB*A”
Hmax = lim n log, Z[D lij . N = 4 state “A” is enforced when “D” occurs:
b “DA” or “DB*A” or “DB*B**A”
= 106,() _ The corresponding state machines are illustrated in Fig. 5.
=1.7716 Bits,

Analogously to previous section the adjacency matrix can be
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Fig. 5. reconstructable sequences \A;i(lxklxtjh) property, mind the directivity of connections

TABLE |
SOURCE ENTROPYS RATES OF RECONSTRUCTABLE SEQUENCES AND INDEPENDENT |V ACHIEVABLE RATE
UNIFORMLY DISTRIBUTED SYMBOLS . .
A. Smulation based Computation
[ sequence property] N=1 | N=2 | N=3 | N=4 | N=oo | i.ud. | The achievable rate of a memory channel can be computed
[ H(X) /[bits/symb] | 1585 | 1.7237] 17583 17678 [ 1.7716[ 2 | py the methods suggested in [10] and [11] employing the

Shannon-McMillan-Breiman theorem

lim }IA(X“;Y”) =

n—-oco N

found, e.g. forN =1 andN = 2 1
= (=logP(y") + log P(y"IX")P(x") —logP(x)). ~ (11)

1 1 1 1 When introducing an auxiliary channel modal(-) with the
111 111 1 properties W(y") ~ P(y") and W(y"x") ~ P(y"|x") the
Di=|1 1 1, D= 1 1 1 1° (10) auxiliary channel lower bound holds. It can be computed with
1l 1 0 0 0O

lim %I(X”;Y“) >

n—oo

1

Indeed the maximum entropy rate of the modified source ﬁ(—logW(y”) +logW(Y"x")P(X") —logP(x)),  (12)
comes close to the original rate (7) already fdr = 4 .
as presented in Table I. Therefore we do not consid\évpe.lr.zw(gh;nge?qlds. v(\alzegleveP(-) > 0. In this study the
larger values ofN. When translating the proposed stat@Uxary IS gV y
machine into a process where the skt_alte is given by the P(yly< S, %) ~ P(yX_)), (13)
number of previous symbols.; = Xy an equivalent
adjacency matrix can be fourid. Applying (8) to adjacency which becomes for rising SNR values an asymptotically close
matrix leadstothetransitionprobabilities?,; = P(sds-1) = approximation. This channel assumption will be used to com-
P(xklx}jj,l\‘) corresponding to maximum entropy. pute the probabilities with the forward recursion of the BCJ



algorithm

POY) = WY = )T WK s = > (S,
S S

PYIX") > WYX = Py X1,

P(X) = PO X ) PXET), (14)

wheres; = x,‘j_NH. Each recursion implies
(8 = Y PO PO N a(scr)  (15)
fix = POV )fik-1, (16)

whereP(y,|xk ) = P(yilX€ ) for L < N.
B. Transition Probabilities

The probability density function of the unquantized reediv

signal is given by

PZIXE) = i OB~ ) R M=) (47)

where the mean is defined ag = VUX{ | and the covariance
R = E{Gnt_f(nt_E)HGH}. In the considered case the covari-

ance is given by

R = o2 (18)

WIFWIN =
WIN = WIN
= winwIl-

V. NuMEericAL REsuLTs

. . . . (5]
The simulation based computation of the achievable rate

is carried out based on sequences with a lengti ef 10°

symbols. The SNR is defined as the ratio between signéﬁ]

energy and noise power density and given E&'LZ’ The

achievable rates illustrated in Fig. 6 indicate a strongefien

of oversampling in terms of achievable rate. As expected the
independent and uniformly distributed input symbols caly on
partially recovered at the receiver as the achievable mte [ig]
significantly lower than 2 bpcu. The reconstructable segegn
show a saturation in terms of rate at their input entropystate
This can be interpreted as a numerical confirmation of theif]
reconstruction property. The Markov source input sequenqgeg)
are superior to i.u.d input when considering a source memory

of more or equal to 2 previous symbolN & 2). The results

are compared with the achievable rate considering ungaeahti 1
received signals and with the achievable rate considetiag t

receiver with 1-bit quantization sampling at symbol rate.

VI. CoNcLUSION

1.8 ‘
1.6
1.4+

1.2 ’

0.84

Achievable Rate /[bpcu]

0.6+

ozzZzzz
a1
arnNws
=TT
TN

N wowowww

@

0.4+

W] |~

0 T T T T T

15 20
SNR/ [dB]

Fig. 6. Achievable rate versus SNR, 4-ASK sequenbt$old oversampling,
Markov source modeIP(xklxt:,l\‘)
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The proposed method allows reliable communications when

considering a constrained receiver with a 1-Bit quantizati

and oversampling with significantly more than 1 bit per
channel use. A structured way for reconstructable sequence
generation is proposed. The proposed approach can be asymp-

totically closely approximated by using a finite state Marko

source model. Besides the advantage regarding generdtion o
distinguishable ASK sequences the proposed approachas als

superior in terms of achievable rate as compared to i.upditin

symbols.



