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Abstract— This paper discusses two coding approaches for a the input and output alphabets, respectively. We further us

network of half-duplex relay terminals and presents achievable 4 to symbolize the vector of alj, with ¢ € R. Using this

i ZR . . .
rates for the discrete memoryless relay channel. Both proposals \,5iation the discrete memorvless relay channel is defined by

gain on an implicit (in case of compress-and-forward) or explicit o . -
(in case of decode-and-forward) inter-relay cooperation. the joint pdf p (yR,ydWs,lR . To increase the readability
we will use in the following the index as a short-cut for the
. INTRODUCTION AND MOTIVATION relay node = 7;(r) when this does not create any confusion.

In [1] Cover and ElI Gamal proposed two fundamental cod-
ing strategies for the three-terminal relay chandetode-and- _ ) ]
forward and compress-and-forward. More recently, Kramer This section presents achievable rates of two half-duplex
et al. presented in their comprehensive work [2] differerfi€l@y network proposals.
protocols for thel-terminal relay network. Both papers con- - compress-and-Forward
centrated on full-duplex relay terminals which are hardnte i
plement cost-efficiently due to practical constraints. éraan

Ill. PROTOCOLS FOR HALFDUPLEX RELAY NETWORKS

The first approach generalizes the compress-and-forward

. . . . X rotocol presented in [1, Theorem 6]. Using Wyner-Ziv cadin
e al. investigated this problem in [3] and proposed differe 4] the destination exploit¥; as side information to decode a

cooperative relaying protocols forhalf-duplex relay terminals. . ) o :
We apply the ideas of compress-and-forward and decocféjéanﬂzenc:i:vaegsgl? c())fu}t/qft’,L«J Stlhneg étg,sz\;vgtig?lsgg\éfégd e
and-forward to a network of half-duplex relay terminals to q relay outp 5
) . : . We generalize this now to a network of half-duplex relays
exploit an additional inter-relay cooperation. The adages ]
: . . as follows: choose an ordered sef € m(R) and let the
of this proposal are that a) it supports a continuous sources " . . . :
o . . rélays transmit in a circular manner, i.e., in the order give
destination transmission, b) it ensures thatdb@pl ete source : : . I
. : . by m;. At a particular time only one relay is transmitting,
message is retransmitted by the relay nodes, and c) it Offel?/ﬁ - .
- : . : all' others are receiving the source and relay signal. Hence,
an additional inter-relay cooperation. The paper is stmect .
) . . each relay can observ®& — 1 consecutive channel outputs
as follows: Section Il presents the underlying relay nekwor o ;
. . . (b—1),---,y.(b—N+1) for which it selects the quantized
model and nomenclature. We proceed in Section Il with tﬁ\?ersionsA ( | (55_%)), k € [1:N — 1], accordin
description of two proposals for the half-duplex relay naev SYrk\Urb—k | Tr—k\5b—k) ), X : 9
: . to_a distortion measuré(y.., §.-) where g, x(u,,—) denotes
and present achievable rates. Section IV concludes the pape ) . ’ '
with an outlook € quantized version of the channel outputb — k). By
' the Wyner-Ziv coding approach these estimates determine
Il. RELAY NETWORK MODEL AND NOMENCLATURE the sent relay signals..(s;). For the decoding of the es-
timates the destination exploitg;(b — k), k € [I; N — 1],
as well as the estimates decoded after blogks- 1;b —

N + 2] (offering an implicit inter-relay cooperation). Using

In the following we will usez to denote vectorsX’ to
denote ordered set§,X'|| to denote the cardinality of a set
and|[b;b + k| to denote a set of numbe(s, --- ,b+ k) with

[b; b+ k] = () for k < 0. We further define the indexover the Ur =kt LNk (Ur kg Lo N1 BN 1 (Sh-n 1), K€ [LN =
set[1; N|] and define addition using the modulo, i.e4 k := 1], and the own observatiops(b — N + 1) the destination

mod (r+k—1,N)+1. Letw(R) be the set of all permutrcltionsde;Odes the Isource t'lf‘d@’%fth# afte(;_blockb. his a
of a setR and;(r) the r-th element inr; € 7(R). fl exemplary outineé ot this coding approach IS given

We consider in this paper a network of + 2 nodes: |p Table | (the table only show_s the abprewated version
(urp—r) for reasons of brevity). Consider the source

the set of N relay nodest € R := [I;N], the source J* L - -
nodes = N + 1 and the destination nodé = N + 2. block z5(ws) in this table. Relay nodes = 2 andt =

The relay channel is defined over all possible channel inplj)isare transmitting trfe index determined by .the. estimates
(21, . n.7s) € X1 x - Xy x X, and channel outputs Y2,1(uz,4|v1(54)) and gz 2(u3 4|r1(s4)). The destination uses

; ; 4) to decodejs, 1 (uz.4) and decodess o (ug.4) USINgyq(4)

with X; and; denoting Y% 2,1\%2.4 : 3,2\73.4

(o, sy ya) € Vi Y x Y i and; 9 and G2.1(ug.4). Using both estimates and the own channel
Part of this work has been performed in the framework of the I8ept OUtpUt the destination decodes(w,) at the end of block =

IST-4-027756 WINNER II, which is partly funded by the Europednion. 6. As outlined in [2] we achieve with this approach a multi-

The authors would like to acknowledge the contributionshefirt colleagues ; ; i i
in WINNER 11, although the views expressed are those of thea@stand do antenna reception b_ehawor. From the prew_ous descripten
not necessarily represent the project. can state the following theorem on the achievable rate.
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TABLE | . . .
the other relays to improve its own decoding. Furthermore,
OUTLINE OF THE COMPRESSAND-FORWARD BASED CODING SCHEME . .
we allow our protocol that ifR,, = 0 relay r is not
WITH B = 5 SOURCE BLOCKS AND7; = {1, 2, 3}. . . . L
decoding zs(b — k) since it might happen that one relay
(0] s NI t=1 [ t=2 [ t=3 | relies on the support of other relays to decode the source
1| @s(wi) 0,0 PRICERY) message. Therefore, not necessarily all relay nodes decode
2 | xs(wo) U2,1 @2,1 , all source messages but we require all relays to decode other
PRICEE) relay transmissions. Again the order in which the relays are
3 | zs(ws) gS’Q(u3’1) transmitting is of essential matter, therefore we will agai
A J1.1(u13), — maximize overr(R) and let the relays transmit in a circular
@s(wa) 91.2(u1.2) manner, i.e., relay’ = r + k transmits in blocky’ = b + k.
5 | wo(ws) 92,1 (u2,4), Theorem 2: The achievable rate of the decode-and-forward
° 92,2(u2,3) T based approach is given by
Y3,1(u3,5), . .
6 0 a2 (u3.0) R < Ir;rzjxmﬁnsupmln(Rs}d,Rs,T) 4)
7 0 . ((Z) ) N-1
u
e Rg g = 1(Xs;Ya| X Ny1) + Z R py1),(v—r) (5)
k=1
k—1
Theorem 1: The achievable rate of the previously described R, , = min (XY, |X,_x) + Z R _i1x—1 (6)
compress-and-forward approach is given by RN =1
R <maxminsup [ (Xs; Yy, with the side condition
o € R, < min (I(X,; Ya), [(X,: Y, 7
% s Ld), ] k )
{ke LN -1 Y(T?Hl)wik)} |XT7N+1) . (I(X73Ya), (X3 Yrgi)) (7

for r € [1; N], k € [1; N — 1] and the joint pdf
with the side conditionsr(€ [1; N],k,l € [1; N —1])
b ($3’xr’yn\{wj<r>}’yd) -

> Ry =R, <min (I(X,;Ya), (X Y1) (2) (8)
: P )@, 20D (U 1y il s 1)
Ry >1 (Y(Mk),k; Y| Xy, Ya, which depends on the currently transmittingThe supremum
{l €2k : f’(~+k—z+1) (k—l+1)}) ®) in (4) is over all joint pdfp (ms,xr,gR\{ﬂj(r)},yd). Further-
’ ' ’ ’ more, we need to take the minimum over all relays [1; N]

where (2) is due to the inter-relay and relay-destinatiom-co and the maximum over all possible orderse 7(R).
munication and (3) is implied by the Wyner-Ziv coding. The  Proof: The proof is given in Appendix II. [ |
supremum is taken over the joint pdf (with € [1; N]\ {r}) If we apply (4) to two relays located at almost the same
, . position it simplifies asymptotically to [1, Theorem 1]. Euer
p(ws,@r {r" € [LNIN{T} G- ¥R\ (01 Y4) = consider the case that alt,.;, > 0, (6) simplifies toR,,, <
p(xs)p('rr)p(ydvQR\{FJ_(T)}|1'571'7") Hp(?)rg(rurﬂyw, ), IEikHI (Xs;Yr| X, 1), a rather tight condition.

IV. FURTHER WORK

Our further work includes the presentation of the achievabl
rate of a mixed strategy where each relay node can use
ethe other relay quantizations to decode the source messages
Furthermore, we will show results for a network with more
than one transmitting relay as well as results for wireless
B. Decode-and-Forward models, e.g., Gaussian relay channel and fading channels.

The second approach applies the decode-and-forward strat-

egy presented in [1, Theorem 1]. Using the random binnig@ T 4 A E Gamal “Capacity Th for the RelaaiGel
. . . . Cover and A. E. Gamal, “Capacity Theorems for the Relayl
argument a relay node aSSIQnS_ a pa_mqon index to the delco |EEE Trans. Inform. Theory, vol. 25, no. 5, pp. 572-584, September 1979.
source message and transmits this index. The source tf®NG. Kramer, M. Gastpar, and P. Gupta, “Cooperative Stiagegnd
decodes this index and uses it to decode Ca}pgiity Th§°rem§of§$ Zglgl%/ gewtvorkgEEonggans Inform. Theory,
. _ _ . P vol. 51, no. 9, pp. - , September .
We apply m?W the idea of decode-and-forward in a Slm”%] J. Laneman, D. Tse, and G. Wornell, “Cooperative Divgrsit Wireless
way as above in the compress-and-forward case. Let retay Networks: Efficient Protocols and Outage BehavioEEE Trans. Inform.

which depends on the curren € 7 (R) and transmitting-.
Proof: The proof is given in Appendix I.

If all g, are quantized with the same distortién it follows

thatR,; > --- > R, (y_1). FoOr two relays at almost the sam

position (1) simplifies asymptotically to [1, Theorem 6].
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APPENDIX |
PROOF OFTHEOREM 1
Proof:
achievability of the rate given in (1). The proof is intemtadly

We give here an outline of the proof for the

created in the same way as [1, Theorem 6] to allow an easy

understanding of the proposed protocol: at first we des@&ibe

random coding scheme used in our proof. Then we describe
the encoding and decoding procedure to achieve the dedcribe

rate. The proof relies on the application of the Markov lemma
[5, Lemma 14.8.1] which requires strong typicality [5, Ch.
13.6]. We will use in the following the notation defined in

Section 1l and used in [5].
a) Random coding:

1) The source create¥'” i.i.d. n-length sequences, (w)
each withp(z,) = [,_, p(zs;), w € [1,...,2"7].

2) Each relayr creates a codebook consisting of%-
ii.d. n-length sequences, (s,), s, € [1;2"%], each
with probability p(z,) = [[;_, p(z,;). Further lets,
be the vector of the indices,. 1, , s, (n-1)), Srk €
[1;2"8++], such thatR, = Y0, Ry.j.

3) Create, for eachr, j(s,) with r ¢ [I;N], k €
[N —-1],s. € [1;2”RT*’9], 2nfrk jid. n-length
sequencesy, , (u* |z, _1(s,)), each with probability
PG kler—r(s) = T1—y PGk |2 r—r)i (50)), v €
1;28rk |,

4) We further introduce a random partitioning at each relay

r with N — 1 mappings such thag, ; (u®|z,_1(s))
is randomly mapped independently ing§i-+ cells
Spk(sk), s € [L;2nFnr], r € [1;N], k € [1;N — 1],
according to a uniform distribution such that each’
is uniquely assigned to a bifi, j(sy).

b) Encoding: Lets assume that the relay, trans-
mitting in block b, successfully decoded:,_(sp—x), and
it created for each of the lastN — 1 observations
the tuple(y, (b — k), §rk (tr,p—k|Tr—k (Sb—k))s Tr—k(So—1)) €
A [N —1]. If uppp € Spr(spr) it transmits
2 (sp) with s, = (Sb,17--~75b,(N—1))u Spk € [1;2”R“’“‘}.

Concurrently the source sends(w,). We assume that the
previous N — 1 steps were error free. Furthermore, this

presentation is done for a certatrbut can be similarly done
for all r € [1; N].

c) Decoding: At the end of blocks the following de-
coding procedure is done (at the end of bldck N — 1 the
source indexw,_ 1 IS decoded):

1) The destination at first decodes(s;,). This is done by
searching for a uniquely typical,.(s;) with y,(b) which
is possible with arbitrarily low probability of error iff

3)

for k € [1; N —1]. The decoding after block — 1
already ensured fok € [2; N — 1]

(xr,k(sb,k), yd(b — k), {l (S [2; ]{7} D
Gir—14 1), (k140 (U 141), (b k) | Tr—k (5p—8)) }) € AZ

(which are all known to the destination at the end of
block b — 1). Afterwards it chooses fok € [1; N — 1]
the estimateg, (4, p—x|x,—k (sp—x)) Such that

Iyt Urp—t € Srk(Sp) N Ly (Ya(b—k))

which succeeds fok € [1;N —1], i.e., Gpp_p =
ur p—k, With arbitrarily low probability of error iff

Ry <I (Ynk;yd, {12k :
Y(TflJrl),(kflJrl)} |Xr7k) + Ry g

andn sufficiently small.
Using

©)

{Or.(v—1)(Urp-Ns1]Tr N1 (S5-N41)), - -

Gor—N+2),1 (U N+2), (b= N+ 1) [Tr— N1 (Sp-N41)) } =

{ke[l;N—-1]:

Gir—k1),(N—k) (Ur—k+1), (b= N+1) | Tr— N1 (Sp-n41) }
the destination now decodes (w,_ n41) iff
({ke[l;N—-1]:

Gir—k41),(N—k) (U(r—k41),(0- N+1) [ Tr— N1 (Sb-N41) } 5 - -
ya(b— N+ 1),z N1 (s6-n41), s (@ n41)) € AL

We can state thai,_ny1+1 = wp—n+1 With arbitrarily
low probability of error iff

R<I(Xy:Ya{kec[L;N—1]:
}>(r—k+1),(N—k)} |XT7N+1)

andn sufficiently large.
Furthermore, all other relays decode the relay message
2 (sp) iff

R, < I(X;;Yrix),k€[1; N —1]

[T N

(10)

(11)

andn sufficiently large. They further create the follow-
ing tuple fork € [1; N — 1]

Yk (), Gy (wirrry bl (56)) 20 (55)) € AXT
which is possible iff

Ry > T(YVriins Yosro| Xo). (12)

R, < I(X,;Yy) andn sufficiently large (resulting from The previous points show th#t+ N —1 blocks are necessary

the channel coding theorem).
2) In step 2 the destination creates the sets

L (Ya(b—k)) :={rp—r - ({l € [1k] :
Gir—141), (b—141) (@r—141), k) [ Tr—k (S—8)) } -+ -
Tr_k(Sp—k),ya(b—k)) € A:(n)}

to communicateB blocks, i.e., a rate loss¥N-1)/B - R
is implied which goes to0 as B — oo. We can further
reformulate (9) without loss of generality to

R(r+k),k <I <Y(r+k),k§yda {1 €[2;K]:

)>(r+k—l+1),(k—l+1)} |Xr) + Rrtk)
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which implies using (12) that c) Decoding: At the end of blockb the following de-
coding procedure is done (at the end of bléck N — 1 the

The destination decodes(s;) sent by relay- in block
b. This is done by searching for a uniquely typieal s;)
with y4(b) which is possible iffR,. < I(X,;Yy) andn
sufficiently large.

I (K+k,k,}ﬁ+k|Xr) <I (}7(T+k),k;Yd,{l € [2; k] : source indexw,— 1 is decoded):
. 1)
Y(r+k—l+1),(k—z+1)} |Xr) + Ririk) ks
and
2)

Ry >1 (}Af(r+k),k;}/7'+k‘XraYda {l € [2:K]: 13)
Y(rJrkflJrl),(kflJrl)})

which is a result of the employed Wyner-Ziv coding. =
Remark 1: The Markov lemma is necessary to show that
the probability for

(s (wp), 2 (s0), {r" € R\AT} 2 o (o) (wpr (1)) } o+
QR\{T}(b)»yd(b)) ¢ Ax(™

is arbitrarily small ifn is sufficiently large.

APPENDIXII
PROOF OFTHEOREM 2

Proof: We give here an outline of the proof for achiev-
ability of (4) by providing a random coding scheme achieving
this rate. For this proof we require weak typicality as dafine 3)
in [5, Ch. 14.2].

a) Random coding:

1) Define 2"% conditionally i.i.d. n-length sequences
zs(w|z,(s)) each with probability p(z4|z,.(s)) =
[1/— p(zsjlzr(s)), w € [1;2"F], r € [I;N], s €
[1;27f]. The dependence between source and relay
message is used so that the source can assist the relay
transmission, e.g., by coherent transmission.

2) Each relay creates a codebook consisting 26f*

ii.d. n-length sequences, (s,), s, € [1;2"%"], each
with probability p(z,) = [[;_, p(z.;). Further lets,
be the vector of indice{s, 1, -, 5. (v_1)), Srk €
[1;277+] and R, = 0%, Ry ..

3) Finally we introduce a random partitioning such that
eachz,(w|z,(s)) is randomly mapped int@" -+ cells
Syi(sk), s € [L; 20k ] r € [1I;N], k € [1;N —1].

We again use different rates to communicate each source
symbol. Furthermore, we introduce the possibility that
R, =0, i.e., the relayr transmitting in blockb does

not decode the source symhol(wy— x|z (sp—1)).

b) Encoding: Consider blockd in which relay r is
transmitting. Assumeu;,_j, € S, 1 (sp,1) and relayr decoded
all those wy,—;, for which R, > 0 correctly, it transmits
zy(sp) With sy = (sp,1, - -, sp,(v—1)) and the source transmits
xs(wplzr(sp)), & € [1; N —1] in block b. This is possible
since the source node knows the mappiSgs and therefore
can determine by itself the message sent by the relay. Again,
we assume that the previolé — 1 steps were error free.

In the next step the destination creates a set of those
wy— n+1 Which can be the correct source index:

L(yab—N+1)) = {p-n1:
(s (Wy— N1 |Tr—N41(Sp—N+1)), - _
Tr_Ny1(Sp-Ny1),ya(b— N +1)) € AZ(")}
Since the destination knows the bin indices it follows
Ip— N1 Wp—nt1 = L(ya(b—N+1))N
N—-1

ﬂ Str—k1),(N—k) (S(—k+1),(N—k))
k=1

andw,—n4+1 = wp— N1 With arbitrarily low probability
of error iff
N-1

R<I(XoYalXo-ni1) + D Ry, (v—r) (14)
k=1

andn sufficiently large.
Letr’ = r+1 be the next relay sending in bloék= b+
1. At first ' needs to decode the vectars (s —x)),
k € [1; N — 1], which is possible with arbitrarily low
probability of error iff R,._; < I (X, _;Y,») andn
sufficiently large. Relay’ further creates the sets
Li (g (V' — k) = {iby . -
(s (W ke |Tpr 1 (Spr—k))s - - -
bV = K. os(ori)) € 42,

for k € [1; N — 1]. Using these sets and the previously
decoded indices the relay now decodes iff

Ehz)b’—k : i)b/—k :Ek (yr/(b/ - k)) n

k—1
ﬂ S 1y, (k—1) (S —1),(k—1))
=1

which succeeds (for alt such thatR,. ; > 0) such that
Wy —f = Wy _p, Iff
k—1
R<I(XgYu|Xp k) + Y Ropt  (15)
=1
andn sufficiently large.
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