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Abstract— Next generation mobile comunications systems will
most likely employ multi-cell cooperative signal processing
schemes, often referred to asnetwork MIMO, as these are
known to effectively combat inter-cell interference and improve
system fairness and spectral efficiency. A major downside of such
schemes is, however, the large extent of backhaul infrastructure
required for the information exchange between cooperating base
stations. In this paper, we observe a cooperative downlink
transmission from two base stations to two terminals under
different extents of available backhaul capacity. We adapt some
well-known concepts from theGaussian interference channel and
observe a variety of possible cooperation schemes. We observe
that it is beneficial to use an adaptive cooperation concept,
where the base stations exchange either the data to be jointly
transmitted itself or partially precoded and compressed signals,
depending on the instantaneous channel realization.

I. I NTRODUCTION

Next generation mobile communications systems, aiming
at a high spectral efficiency and thus a maximum spectrum
reuse, will require means of inter-cell interference cancellation.
One promising option is to use multi-cell joint detection or
joint transmission, initially proposed by e.g. [1], [2], exploiting
interference rather than treating it as noise. For the downlink,
optimistic capacity bounds for large clusters of cooperating
cells have been derived in e.g. [3].

A main problem connected to multi-cell signal processing
is, however, the additional backhaul traffic required between
cooperating base stations. We have initially investigatedthe
option of serving only subsets of terminals with joint signal
processing [4], or partitioning a cellular network into small
subsystems where these schemes can be applied locally [5],
in both cases already yielding a strong reduction of backhaul.

We now want to explore information-theoretical limits of
downlink joint transmission under a constrained backhaul.
We observe a toy scenario where two base stations (BSs)
transmit to two terminals. When no cooperation between the
BSs is possible, our scenario resembles a so-calledGaussian
interference channel, which was initially investigated in [6],
[7], and where transmission concepts based on superposition
coding were found to extend the rate region in [8], [9].
When limited backhaul enables some extent of cooperation,
the scenario resembles aninterference channel with partial
transmitter cooperation, which was studied in e.g. [10] for the
case ofstrong interference (i.e. the link from the interfering

BS to a terminal is stronger than the link from the home
BS), and in [11], [12] for the opposite, theweak interference
case, involving concepts ofdirty-paper coding [13]. For the
case of infinite cooperation, our scenario resembles the well-
known broadcast channel, for which the rate region has been
established in e.g. [14]. It has to be noted, however, that our
scenario is different from an interference channel in the way
that each terminal can be served by either of the two BSs.

In this work, we analyze the performance of joint transmis-
sion under arbitrary channel realizations (hence considering
both weak and (unilaterally) strong interference cases), and
under different extents of available backhaul. We consider
three different schemes of information exchange that can take
place between the BSs, including and extending schemes
observed in [11] or in [15] for a Wyner model. Monte Carlo
simulation results show that a system performing adaptive
cooperation based on the channel realization is beneficial.

In section II, we define our system model, and explain our
considered cooperation schemes in section III. Details on the
achievable rates and performance are provided in sections IV
and V, respectively, and the paper is completed with simulation
results and conclusions in sections VI and VII, respectively.

II. SYSTEM MODEL

In this paper, we consider a downlink transmission from
two base stations (BSs)A andB with any number of transmit
antennasNbs each to two terminalsa andb with one receive
antenna each, as depicted in figure 1. We assume the transmis-
sion takes place through a frequency-flat channel, for example
a single sub-carrier of an OFDM system, described through

H =

[

hA
a hA

b

hB
a hB

b

]

, (1)

wherehA
a , for instance, describes the channel coefficients be-

tween BSA and terminala, andhA
a ,hA

b ,hB
a ,hB

b ∈ C
[Nbs×1].

We assume that both BSs have perfect knowledge ofH, and
that all four entities are perfectly synchronized in time and fre-
quency, such that the transmission is free of inter-symbol and
inter-carrier interference. Furthermore, the BSs are connected
through an error-less, but capacity-limited backhaul link. We
consider transmission schemes based on superposition coding,
where the available transmit power is invested into multiple
messagesUa, Ub,Wa,Wb, Ja, Jb. Each message consists ofN
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Fig. 1. Downlink transmission considered in this paper.

symbols consecutively transmitted over the channel, hencee.g.
Ua = {s

[1]
Ua

, s
[2]
Ua

, · · · , s
[N ]
Ua

}, and we define that:

• MessagesUa andUb are transmittedconventionally from
BSs A and B with powersPUa

and PUb
to terminalsa

andb, respectively, forNbs > 1 using local precoding.
• MessagesWa andWb are also transmittedconventionally

from BSsA andB with powersPWa
andPWb

, respec-
tively, but are decoded byboth terminals. These are hence
common messages as considered in [8], [9].

• MessagesJa and Jb are transmittedjointly from both
BSs to a and b, respectively, with powersPJa

and
PJb

, employing dirty-paper coding (DPC) [13]. We write
PJa

= PA
Ja

+ PB
Ja

and PJb
= PA

Jb
+ PB

Jb
to distinguish

the transmit power portions of the messages transmitted
from BSsA andB. We will later observe schemes where
the transmission ofJa and Jb is subject to quantization
noise, where∀K ∈{A,B}, j ∈{a, b} : qK

j denotes the
number of quantization bits used when transmitting each
symbol connected to messageJj from BS K.

In the sequel, we will use the following notation:

Sall = {Ua, Ub,Wa,Wb, Ja, Jb} : all messages

Sa = {Ua,Wa,Wb, Ja} : messages decoded bya

Sb = {Ub,Wa,Wb, Jb} : messages decoded byb

The transmission of each symbol can be stated as

y[n] = HT

(

[

wA
a 0
0 wB

b

]

[

√

PUa
s
[n]
Ua

+
√

PWa
s
[n]
Wa

√

PUb
s
[n]
Ub

+
√

PWb
s
[n]
Wb

]

+





√

PA
Ja

αA
a w̄A

a

√

PA
Jb

αA
b w̄A

b
√

PB
Ja

αB
a w̄B

a

√

PB
Jb

αB
b w̄B
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[

s
[n]
Ja

s
[n]
Jb

]



+n[n]+d[n], (2)

wherey[n] ∈ C
[2×1] are the signals received at the terminals,

wA
a and wB

b are the precoding vectors used for the conven-
tional transmission of messagesUa, Ub, Wa and Wb. w̄A

a ,
w̄A

b , w̄B
a , w̄B

b are the precoding vectors used for the joint
transmission of messagesJa andJb. All precoding vectors in
Eq. (2) fulfill ∀K ∈ {A,B}, j ∈ {a, b} : wK

j , w̄K
j ∈ C

[2×1]

and (wK
j )HwK

j =(w̄K
j )Hw̄K

j =1, and all transmitted symbols
are mutually uncorrelated Gaussian scalars with∀X∈Sall :

En{s
[n]
X } = 0 andEn{(s

[n]
X )Hs

[n]
X } = 1. Term n[n] ∈ C

[2×1]

denotes thermal noise plus interference from outside the sys-
tem as received by the terminals, assumed to be uncorrelated
Gaussian withEn{n

[n](n[n])H} = σ2I. d[n] ∈ C
[2×1] denotes

quantization noise withEn{d
[n](d[n])H} = diag(σ2

a, σ2
b ). The

latter variances and the scaling factors∀K∈{A,B}, j∈{a, b} :
αK

j , assuring that the power of a signal before quantization
is equal to the power after quantization plus that of the
quantization noise, will be explained later.

III. C OOPERATIONSCHEMES

In this paper, we consider the following three specific
cooperation schemes between the two base stations:

• Jointly transmitted messagesJa andJb are known to both
BSs, either because the network provides these to both
BSs, or because they are exchanged over the backhaul.
In both cases, we count the corresponding additional
network traffic asbackhaul, assuming it leads to a similar
increase in cost. Both BSs, knowing the messages and
the channel matrix, can perform joint transmission and
DPC redundantly, free of quantization noise and without
further exchange of information over the backhaul. We
call this scheme, also considered in [11],unquantized
message based cooperation(UMC ).

• The network provides only one BS with both messagesJa

and Jb. As the other BS receives no information about
these messages, the network traffic so far is the same
as that of a conventional system. The knowledgeable BS
now performs DPC, quantizes and forwards the signals to
be transmitted from the other BS via the backhaul. DPC
can be applied to benefit either terminala or b, but joint
transmission is subject to quantization noise. We refer to
this scheme, similar to the concept of central encoding
in [15], asquantized signal based cooperation(QSC).

• Finally, we consider the case where the network provides
either messageJa or Jb to both of the BSs (where the
increase in traffic compared to a conventional system is
again counted as backhaul), and the other one to only
one BS. Both BSs perform joint transmission for the
message they both know, whereas for the other message,
the BS knowing both messages performs DPC, quantizes
and forwards the signals connected to the message and to
be transmitted from the other BS via the backhaul. This
introduces quantization noise for one of the two terminals.
We refer to this asmixed UMC / QSC schemes.

In general, we have to consider these aspects of DPC:
• DPC can make a transmission free of interference from

any messages known to the DPC-encoding BS. If, e.g.,
BS B performs DPC and transmitsJa in order to benefit
terminal a, it can remove not only the interference that
messageJb poses towardsa (assumingJb is known to
B), but also the interference from messageUb.

• However, a terminal that benefits from DPC cannot
decode any other messages not included in the DPC trans-
mission. Hence, in the example given before, terminala
cannot profit from DPC while simultaneously exploiting
a messageUa originating fromA.
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TABLE I

JOINT TRANSMISSION / COOPERATION SCHEMES CONSIDERED IN THIS PAPER.

Joint transmission / cooperation scheme No. Quant. par. q Messages transmitted and causing interference /
qA
a , qA

b
, qB

a , qB

b
required backhaul

A B
A and B 
perform

DPC

Ja JaJb
Jb UMC : The network provides both BSs 1 ∞,∞,∞,∞ S′={Ja, Ub, Jb},S

⋄

a={Ub},S
⋄

b
={Ja}

with jointly transmitted messagesJa, Jb 2 ∞,∞,∞,∞ S′={Ua, Ja, Jb},S
⋄

a={Jb},S
⋄

b
={Ua}

and DPC is performed byA, B redundantly. Backhaul:β(q, RJa
, RJb

) = RJa
+ RJb

Degr. of freedom: DPC encoding order.

A B

Ja Jb

A performs
DPC

QSC

Ja,Jb

QSC: The network provides one BS 3 ∞,∞, qB
a , qB

b
S′=Sall\Wb,S

⋄

a={Ub},S
⋄

b
={Ua, Wa, Ja}

with jointly transmitted messagesJa, Jb. 4 ∞,∞, qB
a , qB

b
S′={Ua, Wa, Ja, Jb},S

⋄

a={Jb},S
⋄

b
={Wa}

This BS performs DPC, quantizes and relays 5 qA
a , qA

b
,∞,∞ S′={Ja, Ub, Wb, Jb},S

⋄

a={Wb},S
⋄

b
={Ja}

the signals to be transm. from the other BS 6 qA
a , qA

b
,∞,∞ S′=Sall\Wa,S⋄

a={Ub, Wb, Jb},S
⋄

b
={Ua}

via the backhaul. Degrees of freedom: Backh.:β(q, RJa
, RJb

) = min(qA
a +qA

b
, qB

a +qB

b
)

Role of the BSs and DPC encoding order.

A B
A performs

DPC
QSC

Ja Jb

Ja

Jb
Mixed UMC/QSC: The network provides 7 ∞,∞, qB

a ,∞ S′=Sall\Wb,S
⋄

a={Ub},S
⋄

b
={Ua, Wa, Ja}

one BS withone, and the other withboth 8 qA
a ,∞,∞,∞ S′={Ja, Ub, Wb, Jb},S

⋄

a={Wb},S
⋄

b
={Ja}

messagesJa, Jb. Latter BS performs DPC, Backh.:β(q, RJa
, RJb

) = min(qA
a , qB

a ) + RJb

quant. and relays only the signals connected
to the messagenot known to the other BS. 9 ∞,∞,∞, qB

b
S′={Ua, Wa, Ja, Jb},S

⋄

a={Jb},S
⋄

b
={Wa}

Degrees of freedom: Role of the BSs and 10 ∞, qA

b
,∞,∞ S′=Sall\Wa,S⋄

a={Ub, Wb, Jb},S
⋄

b
={Ua}

message benefitting from DPC. Backh.:β(q, RJa
, RJb

) = RJa
+ min(qA

b
, qB

b
)

Thus, depending on the cooperation scheme, only a subset
of messagesS ′ ⊂ Sall may be used, and the extent of
interference cancelled through DPC differs. We write the
remaining set of interfering messages a terminalj sees as
S⋄

j , and summarize all observed cooperation schemes and
corresponding setsS ′ andS⋄

j in Table I.

IV. A CHIEVABLE RATES

We now derive the achievable rates for the transmissions
to the two terminals as a function of power allocationp =
[PUa

, PUb
, PWa

, PWb
, PJa

, PJb
] and the number of quantiza-

tion bits q = [qA
a , qA

b , qB
a , qB

b ]. We use the notation from [9]
to state the achievable rate region of all messages as the setof
all rate pointsR(p,q) = {(RUa

, RUb
, RWa

, RWb
, RJa

, RJb
)}

that fulfill ∀X∈Sall : RX ≥ 0 and

∀S ⊆ Sa,S∗ = Sa\S :
∑

X∈S

RX ≤I(Ya;S|S∗)[p,q] (3)

∀S ⊆ Sb,S
∗ = Sb\S :

∑

X∈S

RX ≤I(Yb;S|S
∗)[p,q] (4)

This notation incorporates the concept ofjoint decoding [9],
hence the decoding performance of one terminal is indepen-
dent of any concrete decoding order used by the other terminal.
The transinformation term in Eq. (3) is given as∀j ∈ {a, b}

I(Yj ;S|S
∗)[p,q] = log2






1+

∑

X∈S∩S′

ρX
j

∑

X∈((Sj∩S′)∪S⋄

j )\(S∪S∗)

ρX
j + σ2

j + σ2







(5)
wherek 6= j and∀j ∈ {a, b},X ∈ Sall the termρX

j expresses
the received signal power of messageX at terminal j, for
which the dependency onp,q is omitted for brevity. For the
conventionally transmitted messages, these terms are given as

ρUa
a = PUa

ξA
aa, ρUa

b = PUa
ξA
ab, ρUb

a = PUb
ξB
ba,

ρUb

b = PUb
ξB
bb, ρWa

a = PWa
ξA
aa, ρWa

b = PWa
ξA
ab,

ρWb
a = PWb

ξB
ba, ρWb

b = PWb
ξB
bb (6)

where∀K ∈ {A,B}, i, j ∈ {a, b} : ξK
ij = |(hK

j )T wK
i |2. For

the jointly transmitted messagesJa, Jb, we can state

ρJa
a = PA

Ja
αA

a ξ̄A
aa+PB

Ja
αB

a ξ̄B
aa+

√

PA
Ja

PB
Ja

αA
a αB

a ξ̄AB
aa (7)

ρJb

b = PA
Jb

αA
b ξ̄A

bb+PB
Jb

αB
b ξ̄B

bb+
√

PA
Jb

PB
Jb

αA
b αB

b ξ̄AB
bb (8)

ρJb
a = PA

Jb
ξA
ba + PB

Jb
ξB
ba +

√

PA
Jb

PB
Jb

αA
b αB

b ξ̄AB
ba (9)

ρJa

b = PA
Ja

ξA
ab + PB

Ja
ξB
ab +

√

PA
Ja

PB
Ja

αA
a αB

a ξ̄AB
ab (10)

In these terms,∀K ∈ {A,B}, i, j ∈ {a, b} : ξ̄K
ij =

|(hK
j )T w̄K

i |2, andξ̄AB
ij expresses thebeamforming gain that a

joint transmission from BSsA andB targeted towards terminal
i poses on terminalj, given as

∀i, j ∈ {a, b} : ξ̄AB
ij = 2 · Re

{

(hA
j )T w̄A

i (hB
j )T w̄B

i

}

(11)

Concerning the quantization noiseσ2
j in Eq. (5), we consider

two different quantization schemes. If each BS has one antenna
(i.e. Nbs = 1) and QSC schemes are applied, we assume
that the DPC-performing BS calculates the overall precoded
signal (w.r.t.Ja, Jb) to be transmitted from the remote BS and
quantizes this, such that rate distortion theory [16] yields

σ2
a = PA

Ja
2−(qA

a +qA
b )ξ̄A

aa + PB
Ja

2−(qB
a +qB

b )ξ̄B
aa (12)

σ2
b = PA

Jb
2−(qA

a +qA
b )ξ̄A

bb + PB
Jb

2−(qB
a +qB

b )ξ̄B
bb (13)

and ∀K ∈ {A,B}, j ∈ {a, b} : αK
j = 1−2−(qK

a +qK
b ). In all

other cases, we assume that the DPC-performing BS quantizes
and relays the DPC-encoded signals connected to messages
Ja, Jb separately, but the precoding vectors from Eq. (2) are
applied at the remote BS. We consider this to be both practical
and backhaul-efficient, though a more generic quantization
approch as in [17] might yield better performance. We use

σ2
a = PA

Ja
2−qA

a ξ̄A
aa + PB

Ja
2−qB

a ξ̄B
aa (14)

σ2
b = PA

Jb
2−qA

b ξ̄A
bb + PB

Jb
2−qB

b ξ̄B
bb (15)

and∀K∈{A,B}, j∈{a, b} : αK
j =1−2−qK

j in these cases.
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A. Calculation of precoding vectors

It is known from e.g. [18] that the calculation of precoding
vectors for a downlink transmission according to a sum-rate
or common rate metric is difficult due to the non-convexity of
the problem. Most authors thus suggest to use uplink/downlink
duality, hence to solve an uplink beamforming problem with
more amenable mathematical properties, and transform the
result back into the downlink. It is e.g. known that under
a sum power constraint, any rate point achievable in a dual
uplink problem is also achievable in the downlink with the
same precoding vectors, but a different power allocation.
Furthermore, it has been shown that a downlink underper-
base station power constraints can be solved through a dual
uplink problem with an initially unknown noise covariance
matrix [19]. As for our transmission model an optimal calcula-
tion would go beyond the scope of the paper, we suggest to use
a non-optimal, but strongly simplified calculation of precoding
vectors. We assume that both local or joint precoding is
performed such that a maximal coherent overlap of signals
takes place at the terminal the transmission is targeted to,
known as maximimum ratio transmission. In this case, all
interference coefficientsξ from the last section depend only
on the channelH, but not on the chosen power allocation or
DPC encoding order etc., and can be stated as

∀K∈{A,B}, i, j∈ {a, b} : ξK
ij = ξ̄K

ij =

∣

∣

∣

(

hK
j

)H
hK

i

∣

∣

∣

2

∣

∣hK
i

∣

∣

2

and ξ̄AB
ij = 2

Re
{

(hA
j )HhA

i (hB
j )HhB

i

}

|hA
i ||h

B
i |

(16)

V. ACHIEVABLE PERFORMANCE

In [20], we have introduced the concept ofperformance
regions that capture both achievable rates and the backhaul
required to achieve these rates. An achievable performance
region is defined as the set of all rates and backhaul fulfilling

P =
⋃

{(RUa
+RJa

+γ,RUb
+RJb

+δ, β(q, RJa
, RJb

)) :

γ + δ ≤ RWa
+ RWb

∧

(RUa
, RUb

, RWa
, RWb

, RJa
, RJb

) ∈ R(p,q)} (17)

where the required backhaulβ(·) is stated in Table I, and
⋃

denotes the calculation of the convex hull - implying
time-sharing along rate and backhaul dimensions - around all
performance points based on parametersp fulfilling

∑

X∈Sall

PX ≤Pmax or PUa
+ PWa

+ PA
Ja

+ PA
Jb
≤PA

max ∧

PUb
+ PWb

+ PB
Ja

+ PB
Jb
≤PB

max (18)

if we are considering asum power constraint Pmax ∈ R
+ or a

per-base-station power constraintPA
max, PB

max ∈ R
+, respec-

tively, and for all possible choices ofq according to Table I.
Eq. (17) implies that we have the additional degree of freedom
that any portion of the common messagesWa,Wb can be
attributed to either of the terminals, as both terminals decode
them anyway. This concept was also considered in [10].

VI. SIMULATION RESULTS

A. Simulation Methodology

Even with our simplified calculation of non-optimal precod-
ing vectors, as discussed in section V, it is difficult to deter-
mine the performance region for a given channel considering
a sufficient number of power allocationsp and quantization
schemesq, particularly as the rate expressions in section IV
are non-convex in the power parameters. We thus perform a
brute-force search over the parameter space at a moderate
resolution and determine the cooperation schemes and pa-
rameter sets that support the convex hull of the performance
region. For these points, we then perform more detailed local
searches, determine the supporting points again, such thatafter
a few iterations we obtain results where the power allocation
is optimized to a granularity of roughly 1%.

B. An Example Channel

Figure 2 shows the performance region of an example
channelH=[−1.0577+0.9077i, 0.4639+0.0881i;−0.4479+
0.3804i, 0.0646 − 1.1627i;−0.4463 + 0.3957i,−0.6226 +
1.4001i; 0.3241−0.1441i, 0.8570−0.1625i] with Nbs=2 for
different cooperation schemes, under a sum-power constraint
with Pmax =2 andσ2 =0.1. In general, we plot the achievable
rates of terminalsa and b on the x- and y-axis, respectively,
and the required backhaulβ on the z-axis. The top plots in
Fig. 2 show performance regions for the schemes discussed
in section III. The lower plots show that different schemes
are superior in certain areas of the convex performance hull,
whereas the right plot shows the achievable sum rate as a func-
tion of backhaul if the common terminal rate is maximized.
The cut-set bound resembles the theoretical performance if
each bit of backhaul would yield an equal increase in sum rate.
We have observed that for UMC schemes, the transmit power
for one terminal should either be invested completely into
conventional or into joint transmission, but not be split. As a
certain backhaul threshold is required to enable these schemes,
it is best to operate on a time-share between conventional or
joint transmission in regimes of lower backhaul. The same
holds for QSC schemes, which require a certain backhaul
threshold beyond which the beamforming gain dominates the
introduced quantization noise. QSC schemes can outperform
UMC schemes especially when one BS has a fairly strong
link to both terminals, but UMC is obviously always superior
when the available backhaul exceeds the maximum sum rate,
as then the scenario resembles a fully cooperative MIMO
broadcast channel. The usage of common messagesWa, Wb

is not beneficial for the example channel.

C. Monte Carlo Simulations

Figure 3 shows Monte Carlo results with many channel
realizations drawn from an i.i.d Rayleigh distribution fulfilling
E{(hA

a )HhA
a } = E{(hB

b )HhB
b }= Nbs and E{(hA

b )HhA
b }=

E{(hB
a )HhB

a }=Nbs/ρ, whereρ is a measure for the isolation
of the two interfering channels. The assignment of terminals
to BSs was swapped when the interference links were stronger
than the other links, yielding weak or (unilaterally) strong
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Fig. 2. Performance regions for an example channel and different transmission concepts (dashed line indicates points where common rate is maximized).

interference channels. We plot the average sum rate of both
terminals over the required backhaul, if the sum rate itselfor
the common rate ofa, b is maximized. The top plots were
obtained under a sum power constraintPmax =2, the lower
plots under aper-BS power constraint withPA

max=PB
max=1.

As stated before, UMC is always beneficial in and beyond
the regime where the backhaul is equal to the maximum
sum rate, whereas all schemes asymptotically approach the
fully cooperative broadcast channel performance for infinite
backhaul. QSC schemes are superior when one BS dominates
the system, which is statistically less probable for a larger
number of antennas, explaining the poor average performance
for Nbs = 2. Mixed schemes are very suitable to adapt
the backhaul usage to asymmetric link conditions, and hence
perform equal or better on average than pure UMC or QSC
concepts in all observed scenarios. Especially in those cases
where the compared schemes perform similar on average, a
combined approach (possibly employing time-sharing between
the compared schemes) can yield non-negligible gains. The
usage of common messages is mainly beneficial in regimes
of low backhaul and when optimizing the common rate, as
then the rate of one user can be sacrificed to improve that of
the other. ForNbs = 2, local precoding reduces the effective
interference, such that the concept of common messages
becomes less beneficial, corresponding to observations in [21].
In general, QSC and mixed schemes perform comparatively

better than UMC if the terminal rates of the MIMO broadcast
channel are large, hence if the spatial separation enabled by
the channel is good and background noise is low. Hence, it
can be expected that for optimum beamforming schemes QSC
and mixed schemes become more attractive.

Our results suggest that for regimes of moderate backhaul,
adaptive cooperation schemes appear attractive, while concepts
of common messages play a minor role. Omitting the latter
would also require the terminals to decode only one message.
In practical systems, however, we have to consider that the
extent of backhaul required for UMC concepts scales done
with the actual throughput (which will be significantly less
than the theoretical rates observed here), whereas the backhaul
required for QSC will remain the same. As quantization in
practical systems will also be subject to more quantization
noise than stated through rate distortion theory, one could
argue that the usage of only UMC schemes appears most
realistic for next generation mobile communications systems.

VII. C ONCLUSIONS

In this work, we have investigated different forms of base
station cooperation in a joint downlink transmission undera
constrained backhaul. Results have shown that the trade-off be-
tween achievable rates and required backhaul can be improved
if the cooperation schemes are combined and adapted to the
channel realization. In future work, we plan to do an in-depth
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Fig. 3. Monte Carlo simulation results for different numbers of base station antennasNbs and the different cooperation schemes discussed in this paper.

analysis of the channel characteristics for which the different
cooperation schemes are beneficial, and determine simple
decision criteria according to which a practical system could
switch schemes. Further, we want to investigate decentralized
QSC schemes where both BSs perform local precoding and
provide the other side with quantized signals.

REFERENCES

[1] S. Hanly and P. Whiting, “Information-Theoretic Capacityof Multi-
Receiver Networks,”Telecommunication Systems, vol. 1, pp. 1–42, 1993.

[2] S. Shamai and B. Zaidel, “Enhancing the cellular downlinkcapacity
via co-processing at the transmitter end,”IEEE Semiannu. Vehicular
Technology Conf.(VTC) Spring, pp. 1745–1749, 2001.

[3] M. Karakayali, G. Foschini, R. Valenzuela, and R. Yates,“On the maxi-
mum common rate achievable in a coordinated network,” inProceedings
of IEEE Int. Conf. on Comm. (ICC’06), June 2006.

[4] P. Marsch and G. Fettweis, “A framework for optimizing the downlink
of distributed antenna systems under a constrained backhaul,” in Proc.
of the 13th European Wireless Conference (EW’07), Paris, April 2007.

[5] ——, “A decentralized optimization approach to backhaul-constrained
distributed antenna systems,” inProc. of the 16th IST Mobile and
Wireless Comm. Summit (IST’07), Budapest, July 2007.

[6] C. E. Shannon, “Two-way communication channels,” inProc. 4th
Berkeley Symp. on Math. Stat. and Prob., vol. 1, 1961, pp. 611–644.

[7] R. Ahlswede, “The capacity region of a channel with two senders and
two receivers,”Annals Probabil., vol. 2, no. 5, pp. 805–814, 1974.

[8] A. Carleial, “Interference channels,”IEEE Transactions on Information
Theory, vol. 24, no. 1, pp. 60–70, Jan 1978.

[9] T. Han and K. Kobayashi, “A new achievable rate region forthe
interference channel,”IEEE Trans. on Inf. Theory, vol. 27, no. 1, pp.
49–60, Jan. 1981.

[10] I. Maric, R. Yates, and G. Kramer, “Capacity of interference channels
with partial transmitter cooperation,”IEEE Transactions on Information
Theory, vol. 53, no. 10, pp. 3536–3548, October 2007.

[11] W. Wu, S. Vishwanath, and A. Arapostathis, “On the capacity of
Gaussian weak interference channels with degraded message sets,” in
Proc. Conf. Inf. Sciences and Systems (CISS’06), 2006, pp. 1703–1708.

[12] A. Jovicic and P. Viswanath, “Cognitive radio: An information-theoretic
perspective,” inProc. IEEE Int. Symp. Inf. Th. (ISIT’06), July 2006.

[13] M. Costa, “Writing on dirty paper,”IEEE Transactions on Information
Theory, vol. 29, pp. 439–441, May 1983.

[14] H. Weingarten, Y. Steinberg, and S. Shamai, “The capacity region of
the Gaussian MIMO broadcast channel,”Proc. of the International
Symposium in Information Theory (ISIT’04), 2004.

[15] S. Shamai, O. Simeone, O. Somekh, and H. Poor, “Joint Multi-Cell
Processing for Downlink Channels with Limited-Capacity Backhaul,”
in Proc. Information Theory and Applications Workshop, 2008.

[16] T. Cover and J. Thomas,Elements of Information Theory. Wiley-
Interscience New York, 2006.

[17] A. del Coso and S. Simoens, “Distributed Compression for the Uplink
of a Backhaul-Constrained Coordinated Cellular Network,”2008, subm.

[18] S. Vishwanath, N. Jindal, and A. Goldsmith, “Duality, achievable rates
and sum-rate capacity of Gaussian MIMO broadcast channels,”IEEE
Trans. Inform. Theory, vol. 49, pp. 2658–2668, Oct. 2003.

[19] W. Yu and T. Lan, “Transmitter optimization for the multi-antenna
downlink with per-antenna power constraints,”IEEE Transactions on
Signal Processing, vol. 55, pp. 2646–2660, June 2007.

[20] P. Marsch and G. Fettweis, “On the rate region of a multi-cell MAC
under backhaul and latency constraints,” inProceedings of the Wireless
Communications and Networking Conference (WCNC’08), 2008.

[21] X. Shang, G. Kramer, and B. Chen, “A New Outer Bound and theNoisy-
Interference Sum-Rate Capacity for Gaussian Interference Channels,”
IEEE Trans. Inform. Theory, vol. 712, 2007.

This document is a preprint of: P. Marsch and G. Fettweis, “On Base Station Cooperation Schemes for Downlink Network MIMO under a Constrained Backhaul,” in
Proceedings of IEEE Global Communications Conference (GLOBECOM 2008), New Orleans, USA, Nov 2008. DOI:10.1109/GLOCOM.2008.ECP.241

© 2008 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or
future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for

resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other works.


