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The implementation challenge for new low-cost low-power wireless modem transceivers has
continuously been growing with increased modem performance, bandwidth, and carrier fre-

quency. Up to now we have been designing transceivers in a way that we are able to keep the
analog (RF) problem domain widely separated from the digital signal processing design.
However, with today’s deep sub-micron technology, analog impairments – ‘‘dirt effects’’ – are

reaching a new problem level which requires a paradigm shift in the design of transceivers.
Examples of these impairments are phase noise, non-linearities, I/Q imbalance, ADC
impairments, etc. In the world of ‘‘Dirty RF’’ we assume to design digital signal processing

such that we can cope with a new level of impairments, allowing lee-way in the requirements
set on future RF sub-systems. This paper gives an overview of the topic and presents analytical
evaluations of the performance losses due to RF impairments as well as algorithms that allow
to live with imperfect RF by compensating the resulting error effects using digital baseband

processing.
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1. INTRODUCTION

Wireless communications systems have seen a
rapid development in recent years, with an approx-
imate ten-fold increase in data rates every 5 years.
Current research and standardization efforts indicate
that this trend is bound to continue – aiming at data
rates above 1 GBit/s (short range) and 100 MBit/s
(cellular) for next generation wireless networks.
Developing these systems not only requires to
steadily increase spectral efficiency and ever closer
approach physical limits, i.e., the Shannon bound; it
also calls for techniques to approach engineering
Shannon bounds – the technological limits set by
analog RF front-ends. The true test of the practicality
of any communication system design is the perfor-
mance of the system when taking into account the
impairments of analog RF components.

This paper reviews some of the most important
impairments limiting the performance of future
wireless communications, namely: aperture and clock
jitter, phase noise, I/Q imbalance, non-linearity of the
high power amplifier. Algorithms that allow for
compensation of these impairments by digital base-
band processing are also presented.

Jitter – aperture jitter as well as clock jitter – is
the limiting effect for high speed analog-to-digital
converters (ADCs) with high resolution and wide
digitization bandwidth, which are required in receiv-
ers in order to support high data rates. Section 2
presents an explicit analysis of both the aperture jitter
and the clock jitter effects for arbitrary stationary
input signals in terms of SNR and error spectra at the
ADC output.

The performance of an OFDM system can be
strongly degraded by the presence of random phase
noise in oscillators, especially if a system design
targets high data rates at high carrier frequencies. If
imperfect oscillators are used in an OFDM system,
they will influence the transmission by two effects that
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occur due to phase noise: rotation of all demodulated
subcarriers of an OFDM symbol by a random
common angle, called common phase error (CPE)
and the occurrence of intercarrier interference (ICI).
In this paper, we present an algorithm for intercarrier-
interference mitigation. Simulation results show the
effectiveness of the presented algorithm in Section 3.

I/Q processing architectures avoid the need for
bulky analog image rejection filters, enabling highly
reconfigurable and cost-efficient terminals. However,
unavoidable imbalances between the I- and Q-branch
lead to a limited image attenuation. Section 4 intro-
duces an I/Q imbalance compensation scheme in which
the unknown analog imbalance parameters are esti-
mated digitally without the need for any calibration or
training signal allowing for the interference by the
image signal to be effectively compensated.

Section 5 considers a major drawback of OFDM
and superimposed CDMA signals – the high dynamic
range of the transmit signal. The transmit Power
Amplifier (PA) and other elements in the signal path
have to be operated at high Input Power Backoff
(IBO), which decreases the efficiency of the PA and
leads to high costs. We present a powerful receive
algorithm for OFDM signals transmitted over a non-
linear PA.

In total, this paper gives an introduction into the
modeling of RF impairments and of first results of
‘‘Dirty RF’’ receiver techniques.

2. APERTURE JITTER AND CLOCK JITTER

The interface between the analog domain and the
digital domain is one of the most critical functionalities
in the analog frond end of modern wireless modem
transceivers. Unfortunately, the performance (i.e., the
resolution bandwidth product) of ADCs is strongly
limited by technology dependent physical error effects
like thermal circuit noise, comparator ambiguity, and
jitter [1]. As is commonly known, especially jitter –
aperture jitter as well as clock jitter – drastically reduces
the achievable signal-to-noise ratio (SNR) of ADCs [1–
9]. Although the SNR limiting effect of aperture jitter
and clock jitter is quite similar, there also exist
significant differences between the resulting jitter-
induced error processes at the ADC output. These
differences seem to be not commonly known and are
often neglected by simple jitter models, respectively.

In the following we present a general analysis of
the effects of sampling jitter in ADCs, which holds
for arbitrary stationary input signals and comprises

aperture jitter effects as well as clock jitter effects.
Additionally to SNR formulas, also expressions for
the corresponding error spectra at the ADC output
are derived. The presented results enable developers
of new receiver concepts to model jitter-induced error
effects in the ADC in an adequate manner. Thus, it
becomes easier to decide if and by which means jitter
effects in the ADC can be compensated.

2.1. Sampling with Jitter

In order to obtain general results independent of
a special (possibly unknown) input signal phase
spectrum, we consider a wide-sense stationary
(WSS) random process s(t) at the ADC input [6–8].
s(t) shall be given by its Fourier series expansion [10]

sðtÞ ¼
X1
i¼�1

cie
j 2pfit|fflfflffl{zfflfflffl}

siðtÞ

with Efcic�kg ¼ jcij2 if i ¼ k

0 else

(
ð1Þ

In the ADC s(t) is sampled at the time instants
tn = nT + Jn with the nominal sampling period T.
Jn denotes the random sampling time variations
caused by the random jitter process. The effect of
these sampling time variations are random amplitude
errors in the ADC output signal. The resulting mean
error power measured over a block of N samples can
be calculated as follows [6–9]

PJ ¼ 1

N

XN�1

n¼0

X1
i¼�1

2jcij2 1� E ej2pfiJn
� �� � ð2Þ

where E ej2pfiJn
� �

is the characteristic function of the
overall jitter process. So far only periodic input sig-
nals with a line spectrum have been considered. The
extension to non-periodic signals with a continuous
power spectral density (psd) Sss(f) yields [6–8]

PJ ¼ 1

N

XN�1

n¼0

2

Z 1

�1
SssðfÞ 1� E ej2pfJn

� �� �
df

The signal power is given by the integral over Sss(f).
Hence, the jitter dependent SNR (in decibels) is

SNRJ ¼ 10 lg

R1
�1 Sssð f Þdf

PJ

� �
dB ð3Þ

Not only the mean sampling error power has to be
considered for a complete description of the effects
of sampling jitter in ADCs, but also its spectral
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distribution, i.e., the corresponding error power
spectrum Seeðej2pfTÞ at the ADC output. Using the
stochastic input signal model described by (1), the
following expression can be derived for the error
auto-correlation function at the ADC output.

seeðnT;mTÞ ¼
X1
i¼�1

jcij2ej2pfiðn�mÞT

� 1þ E ej2pfiðJn�JmÞ
n oh

�E ej2pfiJn
� �� E e�j2pfiJm

� �i ð4Þ

As can be seen, the error auto-correlation function
depends on the characteristic functions E e j2pfJn

� �
and

E e�j2pfJm
� �

of the overall jitter process at the sampling
time instants nT,mT and of the characteristic function
E e j2pfðJn�JmÞ� �

of the difference Jn ) Jm. Before trans-
forming (4), i.e., calculating the corresponding error
power spectrum, it is useful to analyze E e j2pfJn

� �
,

E e�j2pfJm
� �

, and E e j2pfðJn�JmÞ� �
for the different kinds

of jitter.

2.2. Jitter Models

Aperture jitter stands for the random sampling
time variations in ADCs which are caused by
broadband noise in the sample-&-hold circuit. It is
commonly modeled as a stationary white Gaussian
process [1–3], i.e., the corresponding sampling time
variations J n

ap = tn)nT are assumed to be indepen-
dent identically distributed (i.i.d.) Gaussian random
variables with zero mean and the variance rap

2 .
Hence, the characteristic functions of Jn

ap and
Jn
ap)Jm

ap are

E e�j2pfJ ap
n

n o
¼ E e�j2pfJ ap

m

n o
¼ e�2p2f 2r2ap ð5Þ

and

E e j2pfðJapn �J ap
m Þ

n o
¼

1 if n ¼ m

e�2p2f 2r2ap
h i2

if n 6¼ m

(
ð6Þ

Clock jitter is a property of the clock generator
that feeds the ADC with the clock signal. It is caused
by the phase noise of the oscillator and generates
additional sampling time errors in the ADC. In [11],
it is shown that the phase noise of free running
oscillators can be modeled as a Wiener process, i.e., a
continuous-time non-stationary random process with
independent Gaussian increments. Time-discretiza-
tion of the Wiener process yields the model of

accumulated timing-jitter commonly used for the
clock jitter [3, 12], where the sampling time variations
Jn
acc are modeled as

J acc
0 ¼: 0 and J acc

n ¼
Xn
i¼1

di

The jitter increments di are i.i.d. Gaussian random
variables with zero mean and the variance rdi

2 = cT.
Here c stands for the phase noise constant of the
oscillator (defined in [11]) and T for the nominal
clock period. The product cT of the phase noise
constant and the nominal clock period is the so-called
cycle jitter variance. Its square root

ffiffiffiffiffiffi
cT

p
is a typical

parameter of clock generators known as the rms cycle
jitter. Using the accumulated jitter model the follow-
ing expressions for the characteristic jitter functions
can be derived

E e�j2pfJ acc
n

n o
¼ E ej2pf d1

� �
 �n¼ e�2p2f 2cnT ð7Þ

and

E ej2pfðJ
acc
n �J acc

m Þ
n o

¼ e�2p2f 2cTjn�mj ð8Þ

It should be noted that in the case of clock jitter the
characteristic functions depend on the absolute sam-
pling time while in the case of aperture jitter they are
time-invariant.

2.3. Aperture Jitter versus Clock Jitter Effects

By means of the jitter models presented in
Section 2 the error effects caused by aperture and
by clock jitter shall be compared. The overall SNR as
well as the spectral distribution of the mean error
power will be considered.

2.3.1. Comparison of The Overall SNR

Substituting the characteristic jitter functions
given by (5) and (7) into (3) yields the values SNRap

and SNRacc for aperture jitter SNR and clock jitter
SNR, respectively. In the case of aperture jitter the
SNR is independent of the number of sampling
points N, while in the case of clock jitter the SNR
strongly depends on it [6–8] (results not shown).

In Figure 1, the SNR formulas are evaluated for
a fixed sampling block length of 1 ms, a 50 MHz sine
wave as an input signal, a sampling frequency of
100 MHz, and the given jitter parameters. The solid
curves represent the results for a sinusoidal input
signal with the specified frequencies. The dashed
curves are calculated for a band-limited white noise
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input with different cut-off frequencies. One can see
that the SNR trends are, in principle, the same for
both kinds of jitter as well as for both kinds of input
signals. The SNR decreases with about 6 dB per
doubling the input frequency or bandwidth (which is
equivalent to a loss of 1 bit of ADC resolution) and
converges to )3 dB if the highest input frequency
exceeds the inverse rms (root mean square) jitter
values rap

)1 and 1=
ffiffiffiffiffiffiffiffiffiffi
cNT

p
. The following can be

concluded:

(1)The SNR is mainly determined by the highest
frequency components of the input signal and
less by its bandwidth.

(2)Although the absolute SNR values strongly
depend on the jitter parameters of the ADC
and the clock generator in connection with the
specific sampling block length, the effect of
aperture and clock jitter on the overall SNR
is, in principle, the same.

2.3.2. Comparison of the Error Power Spectra

In order to obtain expressions for the error
power spectra caused by the different jitter pro-
cesses, the corresponding error auto-correlation
functions seeap and seeacc have to be derived and
transformed by means of the DTFT. In [6–8] it was
shown that in cases where the maximum input signal
frequency fimax

is very low compared to the inverse
of the rms jitter value rap (which holds for the
majority of applications), the error power spectrum

for the case of aperture jitter can be approximated
by

Seeap e j2pfT
� � � X1

i¼�1
2jcij2 � gi ¼ const ð9Þ

Equation (9) proves the common assumption that the
mean error power caused by aperture jitter (in most
cases) is equally distributed over the whole digitiza-
tion band ()1/2T < f < 1/2T), which motivates the
approach to increase the jitter dependent SNR in a
given frequency band by means of oversampling and
filtering.

For the case of clock jitter the error auto-correla-
tion function does not only depend on the sampling
time difference kT = (n)m)T but also on the absolute
sampling time instants. In order to model the corre-
sponding error power spectrum one can use the
following approach. For each sampling time instant
nT a short-time error power spectrum is calculated. The
observation period is determined by the sampling block
length NT, which should not be too small in order to
reduce windowing effects. The resulting spectra can be
interpreted as a time-varying power spectrum
Seeacc ej2pfT; nT

� �
in the sense of a discrete-time

Rihaczek spectrum [13–15]. Hence, the time average

Seeacc ej2pfT
� � ¼ 1

N

XN�1

n¼0

Seeacc ej2pfT; nT
� � ð10Þ

is supposed to be a meaningful measure of the spec-
tral distribution of the mean error power. For suffi-
ciently long observation intervals NT the time-
averaged error power spectrum can be approximated
by [7, 8]

�Seeacc e j2pfT
� � � 1

T

X1
l¼�1

d f� l

T

� �
�|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

spectral repetition" X1
i¼�1

jcij2dðf� fiÞ � ~gi|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
weighted lines of the input psd

þ
X1
i¼�1

jcij2
f 2i c

p2f4i c
2 þ ðf� fiÞ2|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

Lorentzian spectrum

#

ð11Þ
with the spectral gain coefficients

~gi ¼ 1

N

XN�1

n¼0

1� e�2p2f2i cnT
� 

ð12Þ

which are specific for each spectral component of the
input signal. It can be stated that the error power
spectrum caused by accumulated clock jitter consists
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Fig. 1. Comparison of the SNR caused by aperture and clock jitter

for a sinusoidal input signal and a bandlimited white noise input

with different signal/cut-off frequencies.
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of two significantly different parts. The first part
comprises the lines of the input psd weighted with the
spectral gains ~gi . The second part is composed by
Lorentzian shaped spectra centered around the fre-
quencies fi of the input signal components. This means
that the corresponding error power is strongly con-
centrated around the frequency components of the
input signal. Moreover, as can be seen from (11), the
error power concentrated in a certain line component
at the frequency fi is determined by the power jcij2 of
the corresponding input signal component multiplied
with the spectral gain ~gi. Since the spectral gains ~gi
significantly increase as the frequencies fi increase (see
(12)), higher frequency signal components are more
disturbed than lower ones. This is a significant differ-
ence to the aperture jitter effect where the greatest part
of the error power is equally distributed over the whole
digitization band. It can be concluded that the error
noise caused by clock jitter is highly correlated. Con-
sequently, the clock jitter dependent SNR cannot be
increased by oversampling techniques.

3. PHASE NOISE

3.1. System Model

As mentioned in the Introduction, phase noise
mainly poses a problem for OFDM because it
destroys orthogonality among the subcarriers [16].
Assuming OFDM transmission with perfect fre-
quency and timing synchronization, OFDM sig-
nal samples, sampled at frequency fs at the receiver,
in the presence of phase noise can be expressed as
r(n) = (x(n) * h(n)) e j/(n) + n(n). Frequency offset is
also covered by this model. Each OFDM symbol is
assumed to consist of a cyclic prefix of length NCP

samples and N samples corresponding to the useful
signal. The variables x(n), h(n) and /(n) denote the
time domain samples of the transmitted signal, the
channel impulse response and the phase noise process
at the output of the mixer, respectively. The symbol *
stands for convolution. The term n(n) represents
AWGN noise with variance rn

2.
The phase noise process /(t) represents the phase

deviation at the output of the frequency synthesizer,
which is for simplicity here modeled as a Wiener
process [11]. As in Section 2.2 a characteristic constant c
is used to scale an accumulated Gaussian random
variable which is related to the 3 dB bandwidth of the
Lorentzian spectrum associated with the Wiener pro-
cess by Df3dB ¼ pf2ccwith fc being the carrier frequency.

Note, however, that all results in this section can be
applied to a general phase noise model. To characterize
the quality of an oscillator in an OFDM system the
relative phase noise bandwidth dPN ¼ Df3dB=Dfcar is
used, where Dfcar is the subcarrier spacing.

At the receiver after removing the NCP samples
corresponding to the cyclic prefix and taking the
discrete Fourier transform (DFT) on the remaining N
samples, the demodulated carrier amplitudes Rs at
subcarrier s ðs ¼ 0; 1; . . .N� 1Þ of one OFDM
symbol are given as:

Rs ¼ XsHs Jð0Þ|{z}
CPE

þ
XN�1

v¼0
v 6¼s

XvHvJðs� vÞ
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

ICI

þgs ð13Þ

where Xs,Hs and gs represent transmitted symbols on
the subcarriers, the sampled channel transfer function
at subcarrier frequencies and transformed white noise
which remains AWGN with variance rn

2. The terms
J(i) i ¼ �N=2; . . . ;N=2� 1 represent the DFT of the
realization of the process e j/(n) during the current
OFDM symbol, thus indirectly representing the
spectrum of the process.

The term J(0) does not depend on the subcarrier
index and modifies all subcarriers of one OFDM
symbol in the same manner. Thus it is referred to in
the literature as the CPE [16]. The CPE term is
usually estimated using pilots [17, 18] and corrected
for by constellation derotation. However, the residual
error due to ICI can also be large [19], thus ICI
suppression methods need to be addressed. In this
paper, we present an algorithm for ICI mitigation.

3.2. Phase Noise Approximation and Correction

3.2.1. ICI Correction – Basic Idea

A phase noise compensation beyond the simple
CPE correction will be possible only if one knows the
instantaneous realization of the phase noise process.
The already introduced factors J(i), i ¼ �N=2; . . . ;
N=2� 1 represent the DFT coefficients (spectral
components) of one realization of the random pro-
cess e j/(n). The more spectral components J(i) of the
signal are known, the more is known of the signal
waveform e j/(n), and thus /(n). The signal e j/(n) has
the characteristics of a low-pass signal [11], with psd
of the form 1/(1 + f 2), where f denotes the frequency
offset w.r.t. the carrier. Additionally, phase noise has
a very small bandwidth compared with the subcarrier
spacing. Due to the shape of the spectrum of e j/(n),
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very few low pass spectral components in most cases
suffice to give a ‘‘good’’ approximation of the phase
noise waveform (realisation). This is illustrated by the
example in Figure 2, where it can be seen that already
the second order approximation gives a much better
phase noise approximation than only the DC value.
Therefore, knowledge of the coefficients J(i) gives the
possibility to approximate the phase noise waveform
to a higher order, and allows a better compensation
of it than with only CPE correction, i.e., the 0th order
approximation.

3.2.2. ICI Correction Algorithm

The details of an ICI suppression algorithm can
be found in our previous work [19, 20]. The proposed
ICI suppression algorithm estimates as many spectral
components J(i), i ¼ �N=2; . . . ;N=2� 1 as possible
using MMSE estimation. The information about
these spectral components is hidden in the ICI part of
the signal at the output of the DFT demodulator with
Rs, s ¼ 0; 1; . . .N� 1 given by Eq. (13). The estima-
tion algorithm is a decision feedback algorithm, since
it requires knowledge of transmitted symbols. As
transmitted symbol estimates, the symbols after
initial CPE correction are adopted. Once the DFT
coefficients of the phase noise are known, one
possesses enough information about the phase noise
waveform to suppress it at least to a certain degree
beyond the standard CPE compensation.

Phase noise suppression in the time domain
would be a logical approach by multiplying the
received signal r(n) = (x(n) * h(n))e j/(n) + n(n) with
the conjugate of the estimated phase noise process
e)j/(n). However, multiplication in time domain for

discrete time systems can be mapped to a circular
convolution of DFT spectra in the frequency
domain [21]. This avoids two FFT transforms and
means that ICI cancellation for the current OFDM
symbol can be done in the frequency domain by
circularly convolving the demodulated symbols vec-
tor of all subcarriers RN ¼ ½Rð0Þ; . . . ;RðN� 1Þ�T
with the vector of estimated DFT coefficients
of e)j/(n).

The concrete realization of an algorithm is as
follows:

(1)Step 1: Perform standard CPE correction
using least squares (LS) estimation [17, 18].

(2)Step 2: Make a decisions on the transmitted
symbols and use all available hard decisions
for the MMSE estimation of the J(i),
i ¼ �u . . . u, according to the method pro-
vided in [20]. Here u denotes the order of the
phase noise approximation.

(3)Step 3: Convolve the vector of the received
symbols with the DFT coefficients of the
conjugate of the phase noise waveform.

3.2.3. Iterative Phase Noise Suppression

The above described algorithm for ICI suppres-
sion is a decision feedback algorithm and therefore
subject to error propagation. It is to be expected that
falsely detected symbols after initial CPE correction,
which are fed to the MMSE estimator in Step 2 of the
algorithm, reduce the estimation quality of the DFT
coefficients of the phase noise process. Thus the
reduction of the symbol error rate of the symbols,
which are fed back, should improve the performance
of the phase noise suppression. This can be achieved
if the algorithm described in Section 3.2.2 is applied
iteratively instead of just once.

A block diagram to implement this scheme is
presented in Figure 3.

The proposed algorithm is realized in three steps:

(1)Step 1: Perform standard CPE correction
using least square (LS) estimation [17, 18].

(2)Step 2: Carry out the ICI suppression algo-
rithm described in the previous section (only
Steps 2 and 3). Switch is in position 1,

(3)Step 3: Demodulate QAM symbols and feed
them back to the Step 2. Turn the switch to
position 2. Iterate until the desired number of
iterations is reached.
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Fig. 2. Phase noise waveform approximation using various orders

of approximation.
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The complexity of the algorithm is large, how-
ever the performance of the algorithm is significantly
improved as will be shown in Section 3.3.

3.3. Numerical Results

In order to investigate the performance of the
proposed algorithm we resort to Monte Carlo sim-
ulations. System parameters correspond to the
IEEE802.11a standard [22], i.e., 48 useful carriers,
four pilot symbols and 64-QAM. Further, a convo-
lutional code of rate r = 1/2 and a Viterbi decoder
are used. We assumed 10 OFDM symbols per packet.
Within the simulations six phase noise correction
schemes are compared:

(1)without phase noise
(2)phase noise with ideal CPE correction (ICPE)
(3)phase noise with CPE correction using the

least squares (LS) algorithm according to [18]
(4)phase noise with genie ICI correction of order

u = 3
(5)phase noise with one-step ICI correction

(0 iterations) of order u = 3
(6)phase noise and iterative ICI correction.

We investigated the performance of the algo-
rithms for frequency selective channels and a free
running oscillator. The dependence of the packet
error rate PER on varying phase noise bandwidth
dPN for a free-running oscillator is plotted in Figure 4
for one example of a frequency selective channel
(ETSI A channel). The PER of 10)2 was selected as a
reference. The non-iterative ICI correction algorithm
shows better performance than the pure CPE correc-
tion. We also observe, that the iterative algorithm
performs much closer to the genie ICI correction then
the single-step approach.

The iterative algorithm provides results that are
roughly one order of magnitude better in terms of
PER than simple CPE suppression. A further
increase of the approximation order did not improve
performance for our parameters, due to the fact that
not enough equations (known data symbols) are
available. For a larger number of subcarriers (longer
symbol duration) this would have to be adapted.

4. I/Q IMBALANCE

I/Q signal processing receiver architectures, such
as the direct conversion receiver [23] and the low-IF
receiver [24], are of great value for reconfigurable and
low-cost radio applications. Since no fixed analog
image rejection filter is needed, such architectures
allow low-cost and highly flexible analog front-ends.
In theory, an infinite image rejection is provided, if
the complex analog oscillator has equal amplitudes
and a phase difference of exactly 90� in the I- and the
Q-branch of the signal processing path. However, a
perfect match between the I- and the Q-branch is not
feasible in a hardware implementation due to the
limited accuracy of the analog components. These
unavoidable mismatches, known as I/Q imbalance,
significantly degrade the image rejection capability of
any I/Q signal processing architecture.

The limited image attenuation is a major concern
in low-IF receivers. Here the so called image signal is
separated from the desired signal by twice the inter-
mediate frequency (IF). In the presence of a powerful
image signal, the image attenuation provided by the
analog I/Q signal processing alone is not sufficient.
The direct conversion receiver is generally more robust
against powerful adjacent channels. However, the
degrading effect of the I/Q imbalance persists. This
holds in particular, if the signal of interest is a multi-
carrier signal (such as OFDM) transmitted over a
frequency-selective fading channel.
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Different concepts for the digital correction of
the I/Q imbalance are under active research. An
appropriate calibration, i.e., an accurate estimation of
the unknown parameters of the I/Q imbalance, is
challenging. The conventional way of calibration is
characterized by an injection of some kind of known
signals to the RF part of the receiver. Typical
approaches include an off-line calibration using ana-
log test signals [25, 26], and techniques for the
reception of dedicated signals with inherent pilots
[27]. However, such ‘‘knowledge-dependent’’
approaches come with specific drawbacks [28, 29]. It
will be shown in this section, that a completely
‘‘blind’’ I/Q imbalance parameter estimation and
compensation is feasible. The presentation will be
focused on the direct conversion receiver. However,
the fundamental concept of the blind parameter
estimation is also applicable to alternative I/Q pro-
cessing architectures, such as the low-IF receiver [28].

4.1. I/Q Imbalance in OFDM Direct-Conversion

Receivers

The fundamental principle of the direct-conver-
sion architecture is to multiply the received RF signal
with two orthogonal phases of a local oscillator (LO)
signal, where the frequency of the LO fLO is chosen
equal to the carrier frequency of the desired RF
signal. Ideally, the complex LO signal has the time
function xLOðtÞ ¼ e�j2pfLOt , which corresponds to the
desired down-conversion by fLO. The I/Q imbalance
due to an imperfect implementation can be modeled
by a complex LO signal with the time function
~xLOðtÞ ¼ cosð2pfLOtÞ � jg sinð2pfLOtþ uÞ, where g
denotes the amplitude imbalance and u denotes the
phase imbalance. Based on g and u, the complex
valued I/Q imbalance parameters

K1 ¼ 1þ ge�ju

2
; K2 ¼ 1� geþju

2
ð14Þ

are defined, in order to rewrite the time function of
the complex LO with I/Q imbalance as

~xLOðtÞ ¼ K1e
�j 2pfLOt þ K2e

þj 2pfLOt: ð15Þ
Therefore, direct-conversion with I/Q imbalance can
be interpreted as a superposition of a desired down-
conversion (weighted by K1) and an undesirable
up-conversion (weighted by K2). The impact of the
I/Q imbalance on the transmitted baseband signal
depends on the internal structure of the baseband
signal. It has been shown in [29] that the receiver I/Q

imbalance translates to a mutual interference between
symmetric subcarriers in OFDM systems (see
Figure 5). Using matrix notation, this mutual inter-
ference can be efficiently modeled by

ZmðnÞ
Z�

�mðnÞ
� �

¼ K
YmðnÞ
Y�

�mðnÞ
� �

; K ¼ K1 K2

K2
� K1

�

� �
;

ð16Þ
where the asterisk ð�Þ� denotes complex conjugation.
Throughout this section, the subscript m denotes the
subcarrier index and the argument n denotes the
sample time index of the OFDM symbols. For
example, Zm(n) denotes the demodulated symbol at
the mth subcarrier of the nth OFDM symbol. In
order to concisely model the effects of the I/Q
imbalance effects, the interval of subcarrier indices is
set to m 2[)LDFT/2; LDFT/2)1], where LDFT denotes
the order of the DFT. The index m = 0 corresponds
to the DC subcarrier.

The symbols Ym(n) correspond to the equiva-
lent baseband signal of the received RF signal
before down-conversion (see Figure 5). In the case
of an imbalance-free I/Q down-conversion
(K1 = 1, K2 = 0), these symbols will appear at
the output of the OFDM demodulator:
Zm(n) = Ym(n). The key for a digital compensation
of the I/Q imbalance lies in the so called mixing
matrix K. Because K is always non-singular for
realistic imbalance parameters, the desired OFDM
symbols Ym(n) and Y)m(n) can be perfectly recon-
structed out of the interfered symbols Zm(n) and
Z)m(n) using the inverse K

)1.
It should be stressed, that the desired symbols

Ym(n) are not necessarily identical to the transmitted
symbols Xm(n). Instead, Ym(n) might be corrupted

a)

b)

Fig. 5. Frequency domain illustration of I/Q imbalance in OFDM

direct-conversion receivers: (a) Spectrum of the real-valued RF

signal, (b) Spectrum of the complex-valued baseband signal.
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by the channel or by other RF impairments. For
example, the previous section addressed errors in the
absolute phase of the LO signal due to phase noise.
Similarly, carrier frequency offset is an important
issue in practical implementations. However, the
effect of these distortions can be separated from the
I/Q imbalance effects [30]. This property motivates
the approach of a successive compensation of the
different impairments.

In this section, we focus on the reconstruction of
Ym(n), i.e., the goal is to provide OFDM symbols
equivalent to those of a perfectly balanced I/Q down-
conversion. The compensation of additional impair-
ments required for reconstructing the transmitted
symbols Xm(n) is conveyed to arbitrary subsequent
signal processing techniques, such as those presented
in other sections of this paper.

4.2. Blind I/Q Imbalance Parameter Estimation

It has been shown in [29] that a completely blind
estimation of the I/Q imbalance parameters is possi-
ble. The rationale of this novel approach is, that the
unknown product K1 K2 is determined by the
statistics of the interfered symbols:

K1K2 ¼ E ZmðnÞZ�mðnÞf g
E jZmðnÞ þ Z��mðnÞj2
n o ; ð17Þ

where E �f g denotes expectation. The only assumption
that was introduced is, that E YmðnÞY�mðnÞf g ¼ 0
holds at the examined subcarrier index m. In other
words, the symbols of at least one pair of symmetric
subcarriers Ym(n) and Y*

)m(n) must be uncorrelated
and have zero mean. In practical OFDM systems this
assumption is realistic at least for pairs of data-
subcarriers, if a proper source and channel coding is
applied.

In a practical receiver implementation, the
expectation terms of (17) have to be replaced by
sample based approximations. This can be done by
an averaging operation over multiple pairs of uncor-
related subcarriers. Furthermore, the I/Q imbalance
parameters change very slowly with time. Hence, an
averaging over time is also reasonable. The estima-
tion can be formally written as

K̂1K̂2 ¼
P

m2M
P

n2N ZmðnÞZ�mðnÞP
m2M

P
n2N jZmðnÞ þ Z��mðnÞj2

: ð18Þ

M denotes the chosen subset of M (positive) sub-
carrier indices, N denotes the chosen subset of N
sample time indices. Obviously, the accuracy of the
estimation will be affected by the number of incor-
porated sample pairs M N. An increased subcarrier
block size M raises the computational effort at each
time instant n, whereas an increased temporal block
size N raises the duration of the parameter estima-
tion. Hence, the proposed parameter estimation
allows for a flexible tradeoff between accuracy,
computational effort and measurement time.

Based on the estimated product K̂1K̂2 an
estimate of the inverse K̂�1 can be derived [29, 31].
Using this blindly gained compensation matrix, a
reconstruction of the desired symbols is possible:

ŶmðnÞ
Ŷ�

�mðnÞ
� �

¼ K̂�1 ZmðnÞ
Z�

�mðnÞ
� �

¼ K̂�1K
YmðnÞ
Y�

�mðnÞ
� �

:

ð19Þ
Note, that the estimation of the compensation matrix
K̂�1 is restricted to uncorrelated pairs of symmetric
subcarriers. In contrast, the subsequent compensa-
tion (19) can be applied to all subcarrier indices m.

4.3. Simulation Results

The capabilities of the proposed I/Q imbalance
compensation algorithm has been studied consider-
ing the IEEE 802.11a WLAN standard [32], which is
a widely used OFDM-based wireless communica-
tions standard. A detailed performance analysis can
be found in [29, 31]. Exemplarily, Fig. 6 shows the
resulting symbol error rate (SER) for a frequency-
selective fading channel. The I/Q imbalance param-
eter estimation is done based on all data-subcarriers,
which results in M = 24 for the IEEE 802.11a
signal [32]. The performance-degrading impact of
the I/Q imbalance is clearly visible. Even for a high
SNR the SER never falls below a specific limit,
which is predetermined by the parameters of the I/Q
imbalance (here: 5.3% SER for g = 1.05, / = 5�).
Such a lower limit still exists if the proposed
compensation is applied. However, depending on
the requirements of the chosen communications
standard, the error floor can be arbitrarily decreased
by a proper choice of the block size N. For example,
a block size of N = 100 (equivalent to 0.4 ms
measurement time) is sufficient for reaching a SER
of 0.2 %.
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4.4. Outlook

The concept of a completely blind on-line
estimation and compensation of the I/Q imbalance
has shown to be a feasible approach in common
OFDM systems. While being generally independent
from the existence of any known symbols, the
performance of the parameter estimation can be
improved in the presence of standard specific pilots
[31]. This useful property can be utilized to design
training symbols suited for both channel estimation
and I/Q imbalance estimation [30]. An extension of
the proposed technique towards frequency-selective
I/Q imbalance is under active research.

5. NON-LINEAR POWER AMPLIFIER

The time-domain signal in an OFDM data
transmission system is the superposition of many
carriers by means of an Inverse Discrete Fourier
Transform (IDFT). This results in an approxi-
mately Gaussian distribution of the I- and Q-
components of the complex baseband signal [33].
Consequently, OFDM systems require transmit and
receive signal processing blocks with a high
dynamic range, which leads to costly RF compo-
nents. The high Peak-to-Average Power Ratio
(PAPR) of the OFDM transmit signal is especially
problematic for the PA [34].

There has been active research in recent years in
the area of preprocessing of OFDM signals for PAPR
reduction (data predistortion) [35, 36] and signal
predistortion [34]. This work follows a third approach:
If some non-linear distortion at the transmitter is

allowed, the requirements on the RF frontend can be
relaxed. Information theory shows that signal clipping
in an OFDM transmitter only results in a marginal
reduction of channel capacity [37], whichmotivates the
search for powerful receive algorithms. Based on
Maximum-Likelihood (ML) detection, a suitable algo-
rithm is derived.

5.1. System and Channel Model

The system model used throughout this section
represents a simplified, discrete time, baseband equiv-
alentOFDMsystem.Avector X ¼ ½X0;X1; . . . ;XN�1�T
of length N is formed at the transmitter, and
Xk 2 S 8k 2 N; 0 � k � N� 1, where the symbol set
S ¼ ðS0;S1; . . . ;SM�1Þ contains all M ¼ 2p; p 2 N
possible complex transmit symbols.

X is then converted to the time domain vector
x ¼ ½x0; x1; . . . ; xN�1�T by means of an Inverse Dis-
crete Fourier Transform (IDFT) of length N. The
elements of x are approximately complex Gaussian
distributed, with variance Px. Typically, x will exhibit
significant envelope fluctuations because of construc-
tive and destructive superposition of the elements of
X. The time domain vector is then distorted by a non-
linear function fð�Þ to deliver z ¼ ½z0; z1; . . . ; zN�1�T.
Throughout this paper, the baseband equivalent
memoryless non-linearity fð�Þ is assumed to be a
soft limiter, which distorts the magnitude but not the
phase of the elements of x. This models the baseband
equivalent of an ideally predistorted non-linear PA.
The magnitude rz,k = |zk| is then given by

rz;kðrx;kÞ ¼ rx;k rx;k � A
A rx;k>A

�
: ð20Þ

A is the clipping level of the non-linear device.
Afterthenon-linearity,avector n¼½n0; n1; . . . ; nN�1�T

of complex AWGN samples further corrupts z to yield

y ¼ zþ n: ð21Þ
This system model is shown in Figure 7. The complex
Gaussian random variables nk are assumed to be
zero-mean with variance Pn and uncorrelated. The
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Input Power Backoff for the soft limiter device is given
by

IBO ¼ A2=Px: ð22Þ

5.2. Detection Algorithm

In the following, it is assumed that the non-linear
function f is known at the receiver. This is reasonable
when the digital baseband signal at the transmitter is
clipped deliberately. The ideal ML detector for the
communications system under consideration forms all
possible transmit vectors X̂i , where 0 £ i £ MN)1.
Then, these vectors are converted to the time domain
and distorted by f, resulting in the vectors ẑi. Finally,
the distance of each ẑi to the received vector y is
computed, and the one with minimum distance is
selected. To summarize, the ML detector solves the
following problem:

X̂ ¼ argmin
X̂i

����y� f


IDFT

�
X̂i

������2: ð23Þ

It is apparent that such a detector is prohibitively
complex for practical values of N and M. Therefore,
it is desirable to reduce its complexity. The following
approach is proposed: Instead of generating all
possible hypotheses for the vector X in parallel, we
look for the symbol which minimizes the above
distance metric in the time domain for each element
of X sequentially. The complete detection algorithm
then consists of the following steps:

(1)Convert the received time domain vector y into
the frequency domain vector Y by means of a
Discrete Fourier Transform. Then, quantize Y
according to the decision boundaries corre-
sponding to the symbol alphabet S (hard
detection). This operation is denoted by

X̂1 ¼ dec
�
Y
� ð24Þ

and delivers a first estimate of X.
(2)Generate M new frequency domain vectors

X̂
ð0Þ
1;1 to X̂

ð0Þ
1;M based on X̂1 by inserting all

possible symbols from S as the first vector
element. The superscript denotes the index of
the element which is varied.

(3)Compute the distances

d
ð0Þ
1;m ¼ ����y� f



IDFT

�
X̂

ð0Þ
1;m

������2 ð25Þ
for 1 � m � M . Choose the symbol which
results in the smallest distance.

(4)Repeat steps 2 and 3 for all N elements of X̂1.
Thus, the symbol decisions are refined
sequentially.

When no non-linear distortion is present, this
algorithm is equal to the complete ML solution,
because the DFT and IDFT are orthogonal trans-
forms, and reducing a possible error term in the
frequency domain inevitably results in a reduced time
domain error. The non-linear function f destroys
orthogonality, which makes the above algorithm
suboptimum. However, it reduces the exponential
ML complexity to linear complexity. MN hypotheses
are tested, and further simplifications are possible.
For example, a subset of less than M symbols could
be tested per subcarrier. The loss of orthogonality
also implies that the order, in which the subcarriers
are tested, can affect the convergence behavior.
Furthermore, several iterations of the whole algo-
rithm can improve performance.

5.3. Performance Results

The algorithm was tested with uncoded QPSK
and 16-QAM transmission and N= 64. No guard or
pilot subcarriers were simulated, and the transmission
channel model was AWGN. The soft limiter backoff
was set at 0 dB, modelling an extremely severe
clipping. Figure 8 shows the performance of a QPSK
system for this IBO. It can be seen that the perfor-
mance with clipping and sequential Mean-Square
Error (MSE) reduction actually surpasses linear
AWGN performance in certain Eb/N0 regions. Two
effects are responsible for this behavior: First,
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clipping reduces the transmit power by a factor of
b ¼ 1� e�IBO, which results in a rescaling of the
Eb/N0 axis for a fair comparison. For an IBO of 0 dB,
the resulting SNR gain is 2 dB. Second, the non-
linear distortion introduces dependencies between the
frequency domain symbols, which help in recovering
the correct symbols.

While the algorithm offers good performance, it
is only suitable for small numbers of subcarriers
because of its computational complexity. Future
work includes further reduction of complexity and
soft detector implementations, preferably coupled
with a soft in-soft out decoder. The following
subsection focuses on a different approach, which
can be used for large OFDM systems as well.

5.4. Iterative Correction based on Hard Detection

Instead of approximating the complete search,
an alternative is to estimate the clipped portion of the
signal. Tellado et al. [38], as well as Chen and
Haimovich [39], proposed to compute the clipping
noise term according to the Bussgang decomposition
[40]. This noise term is then subtracted in the
frequency domain according to the following steps
(see the sketch of the receiver algorithm for the
uncoded case in Figure 9):

(1)compute an estimate of the transmit sequence
x̂ based on hard decisions X̂ derived from the
demodulated equalized symbol vector Y.

(2)calculate the difference d ¼ ax̂� fðx̂Þ between
the clipped sequence ẑ ¼ fðx̂Þ and the attenu-
ated unclipped sequence ax̂.

(3)add the Fourier transform D of this difference
as a spectral correction to the demodulated
symbols.

These steps can be applied iteratively to improve
the reconstruction of the time domain sequence and in
turn the hard symbol decisions, either until conver-
gence or until a maximum number of iterations is

reached. Note the low complexity of the algorithm,
even for large numbers of OFDM subcarriers.

5.5. Performance over AWGN Channel

As before, we assume that using predistortion
the non-linearity can be modeled as a soft limiter and
that its characteristics (the IBO value) are known at
the receiver.

The parameter space with IBO, alphabet size,
number of subcarriers, number of iterations and
channel conditions is relatively large. We chose a
severe clipping situation and intermediate constella-
tion size as a point of reference, namely 16-QAM
with an IBO of 0 dB.

The correction capability for different IBO was
studied in the numerical experiment shown in
Figure 10. Comparing the zero forcing solution (just
a linear scaling according to the Bussgang decompo-
sition) to the first and third iteration of the algorithm,
we notice that for all IBO levels the performance is
improved by two orders of magnitude. Similarly the
increase of the back off from 0 to 2 dB reduces the
error floor by two orders of magnitude (BER
= 2	 10)4 fi 2	 10)6).

Interestingly, the performance of the clipping
correction rather strongly depends on the number of
subcarriers. That was already observed in [38], where
two cases differing by a factor of two were compared.
Again the severe clipping with IBO = 0 dB is studied
in Figure 11. While the differences are small for the
first iteration, they magnify with increasing iteration
number. We attribute this to the fact that for a larger
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number of subcarriers the Gaussian assumption in
the Bussgang decomposition becomes more precise.

Another important dependence is of course the
constellation size. Clearly, sensitivity to clipping should
increase from QPSK to 16-QAM and 64-QAM. A
performance example illustrating this and the effect of
the employment of coding can be found in [41].

Lastly, the combination of s simple PAPR
reduction algorithm and clipping correction shall be
mentioned. It is well known that clipping and filtering
in the digital baseband of an OFDM transmitter can
reduce the PAPR significantly. We tested this
approach with an FFT size of 1024, where 616
carriers were used for transmission, resulting in an
oversampling factor of about 1.66. The time domain
OFDM signal was clipped and transformed back to
the frequency domain. The zero carriers were set to
zero again, and the signal was converted to the time
domain again for actual transmission. The PAPR of
the signal is reduced by about 5.5 dB, and the
performance for an IBO of 0 dB and 16-QAM with
clipping correction is shown in Figure 12.

6. CONCLUSIONS

In this paper, we considered several problems that
arise due to the presence of impairments in the analog
RF chain of transceivers for wireless communications
systems: jitter, phase noise, I/Q-imbalance and non-
linear PA. We presented some evaluation methods to
analytically evaluate the resulting performance losses
as well as baseband processing algorithms that allow

for alleviation or even total compensation of these
deteriorating effects.

For simplicity, all effects have been considered
separately. The joint treatment of all effects is beyond
the scope of this paper. Other effects such as DC
offset, sampling frequency offset, symbol timing
errors have not been considered, it is referred to the
literature [42–44].

We have shown that by knowing the statistical
properties of impairments in the analog front-end
and using powerful digital baseband processing,
future wireless communications systems may be able
to some extend to actually live with Dirty RF. We are
hence able to extend the transmission rate by joint
optimization of RF components and baseband pro-
cessing – opening the path for high performance
devices at reasonable cost.
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